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ABSTRACT
We study computational complexity aspect of non-dominated sort-

ing problem (NDS): Given a set 𝑃 of 𝑛 points in R𝑚 , and for each

point 𝑝 ∈ 𝑃 , compute ℓ the length of longest domination chain

𝑝1 ≻ 𝑝2 ≻ ⋯ ≻ 𝑝ℓ = 𝑝 where 𝑥 dominates 𝑦 (denoted as 𝑥 ≻ 𝑦)

if 𝑥 is not larger than 𝑦 in every coordinate. Non-dominated sort-

ing (NDS) has emerged as a critical component for multi-objective

optimization problems (MOPs). For small dimensions, Θ(𝑛 log𝑛)-
time is known for 𝑚 ≤ 3. For a fixed small 𝑚, the best bound is

𝑂(𝑛 log𝑚−2 𝑛 log log𝑛). For higher dimensions, the first 𝑂(𝑚𝑛
2)-

time is known in 2002. There is no improvement since then.

In this paper, we argue that the running time𝑂(𝑚𝑛
2) is optimal

by proving a matching conditional lower bound: for any constant

𝜖 > 0, and 𝜔(log𝑛) ≤𝑚 ≤ 𝑛𝑜(1), there is no 𝑂(𝑚𝑛
2−𝜖)-time algo-

rithm for NDS unless a popular conjecture in fine-grained complex-

ity theory is false. To complete our results, we present an algorithm

with average-case running time 𝑂(𝑚𝑛 + 𝑛2⇑𝑚 + 𝑛 log2 𝑛) on the

inputs that are drawn from uniform distribution.
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1 INTRODUCTION
We study the computational complexity of the non-dominated sort-

ing problem (NDS). Let 𝑃 be a set of 𝑛 points in R𝑚 . We say that

a point 𝑝 dominates1 another point 𝑞, denoted by 𝑝 ≻ 𝑞 if 𝑝𝑖 ≤ 𝑞𝑖
for positive 𝑖 ≤ 𝑚, i.e., 𝑝 is no larger than 𝑞 in every coordinate

and 𝑝 ≠ 𝑞. Note that it is possible that 𝑝 and 𝑞 are mutually non-

dominated to each other. A point 𝑝 is non-dominated w.r.t. 𝑃 if 𝑝 is

not dominated by any other points in 𝑃 . Given a set of 𝑃 points, the

non-dominated sorting problem asks to compute the rank function
𝑅 ∶ 𝑃 → N defined as follows: 𝑅(𝑝) = 1 if 𝑝 is a non-dominated

point, and 𝑅(𝑝) = 1 +max{𝑅(𝑞)∶𝑞 ≻ 𝑝}, otherwise. The rank func-

tion is also known as the layer number and front number, and the

non-dominated sorting is also known as layer-of-maxima. In the

context of multi-objective optimization, it is equivalent to say a

point or a solution, and to say an objective or an coordinate.

Non-dominated sorting has emerged as a critical component for

multi-objective optimization problems (MOPs). In contrast to single

objective optimization where we try to find the best possible solu-

tion, the desired result of anMOP is typically a set of Pareto-optimal

solutions that reflect the trade-offs among different objectives. An

NDS algorithm is a computational bottleneck for multi- and many-

objective evolutionary algorithms (MOEAs). Other key operations

such as crossover, mutation or tournament selection are typically

fast (linear time) compared to an NDS algorithm. Stated another

way, speeding up non-dominated sorting will allow MOEAs to run

with larger populations, more generations, and more objectives

leading to better solutions for most problem domains.

The non-dominated sorting problem is completely solved when

𝑚 = 2 or 3with a worst-case time complexity ofΘ(𝑛 log𝑛) [7, 26, 33,
34]. For a fixed𝑚 > 2, 𝑂(𝑛 log𝑚−1 𝑛)-time algorithms are known

using divide-and-conquer (D&C), often referred to as Jensen’s sort

[1, 3, 4, 15, 25, 28]. Recently, an improved 𝑂(𝑛 log𝑚−2 𝑛 log log𝑛)-
time algorithm is presented by [8]. However, the algorithms quickly

become intractable for even moderate𝑚. For general𝑚, the first

𝑂(𝑚𝑛
2)-time algorithm is due to Deb et al. [12]. Since then there

1

we use notion of 𝑝𝑖 ≤ 𝑞𝑖 to be consistent with the MOEA community where, in the

context of minimization, the point 𝑝 is "better" when every coordinate is smaller than

𝑞.
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have been several algorithms achieving the sameworst-case bounds,

but focusing on practical running time in various instances [14, 18,

32, 38, 41, 42, 46, 47]. Until now, the𝑂(𝑚𝑛
2)-time bound has stood

for almost two decades for general𝑚.

1.1 Our Results
We argue that the running time 𝑂(𝑚𝑛

2) is already optimal assum-

ing the Hitting Set Conjecture. We first define Hitting Set Problem

(HS): Given two families of sets𝐴 and 𝐵 containing 𝑛 sets each over

the universe {1, . . . ,𝑚} where𝑚 = 𝜔(log𝑛), decide if there exists
a set 𝑎 ∈ 𝐴 that intersects (hits) every set 𝑏 ∈ 𝐵 at least one element.

We now state the conjecture.

Hitting Set Conjecture. For any constant 𝜖 > 0, and𝑚 where

𝜔(log𝑛) ≤𝑚 < (log𝑛)𝑂(1), there is no 𝑂(𝑚𝑛
2−𝜖)-time algorithm

for Hitting Set Problem.

We discuss why Hitting Set Conjecture is believable (and why

complexity theorists do believe) in Section 3. A quick explanation

is that it captures hardness of many other problems in similar way

as the P vs. NP conjecture does. We now state our first result:

Theorem 1.1. For any constant 𝜖 > 0, and𝑚 where Ω(log𝑛) <
𝑚 < (log𝑛)𝑂(1), there is no 𝑂(𝑚𝑛

2−𝜖)-time algorithm for non-
dominated sorting unless HS conjecture is false.

This gives theoretical explanation that the lack of the improve-

ment in last decades was that, in fact, the bound 𝑂(𝑚𝑛
2) is (con-

ditionally) optimal in the worst case. Given that the worst-case

complexity of NDS is well understood, we turn our attention to the

average-case complexity of NDS.

In fact, the average-case complexity of NDS is less understood.

Average-case means we are interested in the expected running time

over a uniform distribution of inputs. Only the special cases of

the problem are known. One natural special case is when we just

compute just first rank points. This problem is known as computing

the maxima. In this case, a 𝑂(𝑚𝑛)-time algorithm is known due

to Bentley et al. [1]. He et al. [20] consider a more general case

where we output top 𝑘 ranks. For𝑚 ∈ {2, 3}, for any constant 𝜖 > 0
depending on 𝑚, it is possible to compute first 𝑛

1⇑𝑚−𝜖
ranks in

expected time 𝑂(𝑚𝑛). For 𝑚 ≥ 4, it is possible to compute first

𝑛
1⇑(2𝑚)−𝜖

ranks in expected time 𝑂(𝑚𝑛).
In this paper, we prove the first average-case complexity of NDS

to be 𝑜(𝑚𝑛
2) whenever𝑚 = 𝜔(1) under the random input assump-

tion: each coordinate is independent, and all 𝑛! permutations are

equally likely.

Theorem 1.2. Under the random input assumption, there is an
algorithm that takes as input a set of points 𝑃 in R𝑚 , and outputs
the rank function (as defined in non-dominated sorting problem)
in expected time 𝑂(𝑛2⇑𝑚 +𝑚𝑛 + 𝑛 log2 𝑛), which is linear when
𝑚 = Ω(⌋︂𝑛).

Organization. We discuss related work in MOEA communities

in Section 2. Then, we provide a brief background for the new

emerging field known as fine-grained complexity theory in Section

3. We prove Theorem 1.1 in Section 4. We prove Theorem 1.2 by

describing algorithms which we call Minimum Multi-Sort (MMS)

in Section 5, and analyzing its worst-case and average-case time

complexity in Section 6. Finally, we conclude in Section 7.

2 RELATEDWORK
Most MOEAs generate a new population of solutions from the

current population where only the “best” solutions of the current

population contribute to the next population. These MOEAs such as

NSGA, NSGA2, SPEA2, PAES, PESA, EPCS, MOEA/DD, RVEA[10–

12, 27, 30, 37, 40, 48, 49] use NDS to identify the “best” solutions of

the current generation. How they define the best solution differs

by algorithm. Some use all fronts; others use only the first front.

Apart from the area ofmulti-objective optimization, non-dominated

sorting has been studied in other application areas such as gene

selection and data clustering [6, 19, 21, 29, 36]. In these applications,

they use only on the first front. In the next section, we discuss pre-

vious state-of-the-art solutions to this problem and mention our

contribution to this field.

Srinivas and Deb provided the first non-dominated sorting algo-

rithm in their MOEA named NSGA which ran in 𝑂(𝑚𝑛
3) time and

requires𝑂(𝑛) space [40]. This was improved to𝑂(𝑚𝑛
2) time at the

cost of using 𝑂(𝑛2) space in the NSGA-II algorithm [12]. Several

methods improved upon NSGA-II by eliminating some unnecessary

comparisons by inferring some dominance relationships using the

results of already completed comparisons and intelligently choos-

ing which solutions to compare next. These include Tang et al.’s
arena principle non-dominated sorting algorithm [41], Clymont

and Keedwell’s deductive sort [32], Wang and Yao’s corner sort

[42], and Fang et al.’s [14] domination tree– all of which run in

𝑂(𝑚𝑛
2) time and use 𝑂(𝑛) space, in the worst case.

An alternative approach is to use divide-and-conquer (D&C),

often referred to as Jensen’s sort [1, 3, 4, 15, 25, 28]. For𝑚 > 2, D&C
requires 𝑂(𝑛 log𝑚−1 𝑛) time which is good for small𝑚 but quickly

becomes intractable for even moderate𝑚.

Zhang et al. identified the following key issue with almost ev-

ery existing non-dominated sorting algorithm [46]: they work by

computing each front in order. Zhang et al. presented an improved

algorithm, ENS, that overcomes this issue by first sorting all the

solutions using a single objective. Sorting requires 𝑂(𝑛 log𝑛) time.

They then process the solutions in this sorted order comparing

each solution against the solutions located before its position in the

sorted list to determine its exact front. Despite this clever optimiza-

tion for ENS and the ability to eliminate half of the comparisons

in the worst case, ENS still has a worst-case time complexity of

𝑂(𝑚𝑛
2) and a space complexity of 𝑂(𝑛).

Several papers have proposed improvements to ENS by adding

a data structure to capture non-domination information to more

quickly identify when solutions in a front do not dominate each

other. These efforts includeGustavasson et al.’s variant of a bucket𝑘-
dimensional tree (𝑘−𝑑 tree) [17] and Zhang et al.’s non-domination

tree (ND-tree) [47].

Roy et al. proposed the best order sort (BOS) algorithm [38]

which improves upon ENS by sorting the solutions by each ob-

jective and then only comparing the current solution against the

solutions that are better than current solution’s best objective (pro-

vided by partial rank). BOS requires more time for up front sorting

𝑂(𝑚𝑛 log𝑛) than ENS but is able to prune away more solution

in later comparisons. Roy et al. showed that BOS performs well

empirically in many different settings, but they did not provide

any theoretical analysis of BOS performance. We build upon BOS
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and the ND-tree tree to provide a new NDS algorithm that we call

Minimum Multi-sort or MMS.

Some approaches [13, 24, 31] deal with the problem of dynamic

or online update of the non-dominated set. These algorithms require

more time than static NDS algorithms since the addition or removal

of one point may disrupt the non-domination structure.

3 FINE-GRAINED COMPLEXITY THEORY
The theory of NP-completeness is one of the most successful theory

in complexity, which classifies computational problems into those

that can be decided in polynomial time and those that might not ad-

mit a polynomial-time algorithm. This gives a notion of “easy” and

“hard” problems, i.e., onemay deemproblems that admit polynomial-

time algorithms easy, while the others are hard. However, an easy

problem might not be as easy as it sounds. For example, although

we can say that a problem tractable in𝑂(𝑛100)-time is easy theoret-

ically, this running time is too impractical as it would take forever

to solve a problem even on input of size 𝑛 = 2. Therefore, one wish
to have an algorithm that runs in reasonable ranges of time, e.g.,

quadratic, linear or even sublinear time. Is this always possible? To

date, we know that some problems like Sorting admit no linear-time

algorithm on comparison-based machines, while many fundamen-

tal problems like All-Pairs Shortest Paths, although we cannot prove

it, does not seem to admit a subcubic-time algorithm. This motivates

the study of running-time lower-bounds for easy problems, which

is now emerged into the area of fine-grained complexity. Roughly
speaking, the goal in fine-grained complexity is to study the best

possible running times for solving “easy problems”.

The development of fine-grained complexity theory follows

the seminal results of Williams [43], which binds the running

time of solving a polynomial-time solvable problem to that of the

subexponential-time algorithm for solving 𝑘-SAT. To be specific

Williams [43] shows that the existence of an algorithm that solves

a fundamental problem like finding a furthest-pair of points in

truly subquadratic-time (i.e.,𝑂(𝑛2−𝜖) time for some constant 𝜖 > 0)
would imply a surprising algorithm that solves 𝑘-SAT faster than

2
(1−𝜖)𝑛

, for some constant 𝜖 > 0 depending on 𝑘 , which would con-

tradict the believe that no such algorithm for 𝑘-SAT exists [9, 22, 23].

The conjecture on the running time lower bound of 𝑘-SAT is known

as the Strong Exponential-Time Hypothesis (SETH) [9].
To date, many popular hypotheses have been raised as bases

to prove conditional lower bounds of “easy” problems, e.g., the

All-Pair Shortest Paths (APSP) conjecture, the Orthogonal Vectors
(OV) conjecture, and the Hitting Set (HS) conjecture; please see

[44, 45] and references therein. While many researchers do not

have strong faith in SETH, most of them still believe that the APSP,

OV and HS conjectures are likely to be true. One reason is that

these conjectures imply that it is impossible to improve the running

times of many fundamental problems in which the best running

times are from trivial algorithms (and no improvement since then).

For example, the HS conjecture [2] that we use in this paper implies

that there is no truly subquadratic-time algorithm for computing

the radius of a sparse graph [2] or computing Earth Mover Distance
[35] of two sets of points. This (partially) answers the question why

there have been no improvements over trivial algorithms for these

two problems. The HS conjecture is also studied in [16].

4 CONDITIONAL HARDNESS OF
NON-DOMINATED SORTING

Before we prove Theorem 1.1, we introduce the following interme-

diate problem.

Bichromatic BinaryNon-DominatingProblem (BBND).Given
two sets of points 𝐴 and 𝐵 where ⋃︀𝐴⋃︀ = ⋃︀𝐵⋃︀ = 𝑛, and each point is

a vector over {0, 1}𝑚 where𝑚 = Ω(log𝑛), decide if there exists a
point 𝑎 ∈ 𝐴 that is not dominated (i.e., there exists a positive 𝑖 ≤𝑚
such that 𝑎𝑖 < 𝑏𝑖 ) by any point 𝑏 ∈ 𝐵.

Lemma 4.1 (Reduction from HS to BBND). If BBND can be
solved in time 𝑇 (𝑚,𝑛), then HS can be solved in time 𝑂(𝑇 (𝑚,𝑛)).

Proof. By representing each set as a binary vector, we can de-

scribe an equivalent formulation of the hitting set problem in terms

of two sets of vectors: Given two sets 𝐴, 𝐵 of vectors over {0, 1}𝑚
where𝑚 = 𝜔(log𝑛), decide if there exists a vector 𝑎 ∈ 𝐴 such that

for all 𝑏 ∈ 𝐵, ∑𝑚
𝑖=1 𝑎𝑖 ⋅ 𝑏𝑖 > 0.

Now, given an input instance (𝐴, 𝐵) for HS, we create a new set

𝐴
′ ∶= {𝑎′∶𝑎 ∈ 𝐴}where 𝑎′𝑖 = 1 if 𝑎𝑖 = 0, and 𝑎′𝑖 = 0 if 𝑎𝑖 = 1 for 𝑖 ≤𝑚.

The instance for BBND is then (𝐴′, 𝐵). Clearly, this construction
takes linear time. We now prove the completeness and soundness

of the reduction. For completeness, assume that (𝐴, 𝐵) is a yes-

instance to HS. That is, there exists 𝑎 ∈ 𝐴 such that for all 𝑏 ∈ 𝐵,
∑𝑚
𝑖=1 𝑎𝑖 ⋅ 𝑏𝑖 > 0. This means there is a positive 𝑖 ≤ 𝑚 such that

𝑎𝑖 = 𝑏𝑖 = 1. By construction (since we flip bitwise from 𝑎 to 𝑎
′
),

for the same 𝑖 , we have 𝑎
′

𝑖 = 0, but 𝑏𝑖 = 1, and thus 𝑎
′

𝑖 < 𝑏𝑖 . This
holds for every 𝑏 ∈ 𝐵. Therefore, this particular vector 𝑎′ ∈ 𝐴′ is not
dominated by any 𝑏 ∈ 𝐵, which is a yes-instance for BBND . Next,

we prove the soundness. Assume that (𝐴′, 𝐵) is a yes-instance to
BBND. So, there is a point 𝑎

′ ∈ 𝐴′ that is not dominated by any

point 𝑏 ∈ 𝐵. This means for each 𝑏 ∈ 𝐵, there is a positive 𝑖 ≤𝑚 such

that 𝑎
′

𝑖 < 𝑏𝑖 . Since 𝑎′ and 𝑏 are binary vectors, the only possibility

is when 𝑎
′

𝑖 = 0 and 𝑏𝑖 = 1. By construction, we have 𝑎𝑖 = 1 and

𝑏𝑖 = 1 for the same 𝑖 . This holds for every 𝑏 ∈ 𝐵. Hence, this vector
𝑎 has the property that ∑𝑚

𝑖=1 𝑎𝑖 ⋅ 𝑏𝑖 > 0 for all 𝑏 ∈ 𝐵, which is a

yes-instance for HS. □

Nextwe show thatwe can solve𝐵𝐵𝑁𝐷 by using a non-dominated

sorting algorithm. In particular, it is enough to compute all first

rank solutions.

Lemma 4.2. The input (𝐴, 𝐵) for BBND is a yes-instance if and
only if there exists 𝑎 ∈ 𝐴 such that 𝑅𝐴∪𝐵(𝑎) = 1 in the solution
population 𝐴 ∪ 𝐵 where 𝑅𝐴∪𝐵(𝑝) is the rank of a solution 𝑝 in the
population 𝐴 ∪ 𝐵.

Proof. We first show the backward direction. Let 𝑃 ∶= 𝐴 ∪ 𝐵 be

the solution population. Since there is 𝑎 ∈ 𝐴 with 𝑅𝐴∪𝐵(𝑎) = 1, the
definition of rank implies that 𝑎 is not dominated by any point in

the population 𝑃 . In particular, 𝑎 is not dominated by any point

𝑏 ∈ 𝐵. Therefore, (𝐴, 𝐵) is a yes-instance for BBND. We next prove

the forward direction. Since (𝐴, 𝐵) is a yes-instance for BBND,

there is 𝑎 ∈ 𝐴 such that 𝑎 is not dominated by any point 𝑏 ∈ 𝐵.
If 𝑅𝐴∪𝐵(𝑎) = 1, then we are done. We now assume otherwise.

Consider the population 𝑃 ∶= 𝐴 ∪ 𝐵. Since 𝑅𝐴∪𝐵(𝑎) > 1, we can

trace back to any point with the first rank along the domination

chain starting at 𝑎. Let 𝑥 be such a point. Clearly, 𝑅𝐴∪𝐵(𝑥) = 1

and 𝑥 dominates 𝑎. It remains to show that 𝑥 ∈ 𝐴. Suppose 𝑥 ∈ 𝐵,
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we have that 𝑎 is dominated by 𝑥 that belongs to 𝐵, which is a

contradiction. □

We now prove Theorem 1.1.

Proof of Theorem 1.1. By Lemma 4.1, it is enough to solve

BBND problem in time 𝑂(𝑚𝑛
2−𝜖). Suppose there is a 𝑂(𝑚𝑛

2−𝜖)-
time algorithm for non-dominated sorting. We prove that we can

solve BBND in time𝑂(𝑚𝑛
2−𝜖) as follows: Given an instance (𝐴, 𝐵),

we compute the rank of all populations𝐴∪𝐵, and then output yes if

there is 𝑎 ∈ 𝐴 with 𝑅𝐴∪𝐵(𝑎) = 1, and no otherwise. The correctness
follows immediately from Lemma 4.2. □

5 MINIMUMMULTI-SORT (MMS)
Our input 𝑃 is a set of solutions {𝑠 𝑗 ∈ R𝑚 ⋃︀ 1 ≤ 𝑗 ≤ 𝑛} where 𝑠𝑖𝑗 is
the value of solution 𝑗 in objective 𝑖 . Our goal is to compute the

rank of all solutions in 𝑃 . We assume without loss of generality

that solutions are unique but may have identical values in some

objectives.

We divide the problem of ranking solutions into two phases,

ordering and ranking. We first order all the solutions in 1 ≤ ℎ ≤𝑚
objectives. We discuss our choice of ℎ in our analysis section. We

then extract the minimum unprocessed solution from each of our ℎ

ordered objectives and rank that solution if it has not already been

ranked until all solutions are ranked. We build upon Zhang et al.’s
ENS method [46]. We improve upon ENS by ordering each solution

in ℎ objectives. Compared to ENS, we spend more time in ordering

but hopefully spend less time in ranking because we compare each

solution against fewer other solutions.

5.1 Ordering Phase
In the ordering phase, we order the solutions in 𝑃 based on each

objective 𝑖 for 1 ≤ 𝑖 ≤ ℎ using an ordering function <𝑖 which we

define below. We first define the lexical order of solutions in 𝑃 ,

denoted by <ℓ , using objectives 1 to𝑚 in order as follows. For any

two solutions 𝑠𝑢 and 𝑠𝑣 in 𝑃 , let 𝑘 be the smallest integer such that

𝑠
𝑘
𝑢 ≠ 𝑠𝑘𝑣 . If 𝑠𝑘𝑢 < 𝑠𝑘𝑣 , then 𝑠𝑢 <ℓ 𝑠𝑣 ; else 𝑠𝑣 <ℓ 𝑠𝑢 . It follows that <ℓ
defines a total order on the solutions in 𝑃 . Then, for 1 ≤ 𝑖 ≤ ℎ and

any two solutions 𝑠𝑢 and 𝑠𝑣 , 𝑠𝑢 <𝑖 𝑠𝑣 if (𝑠𝑖𝑢 < 𝑠𝑖𝑣 ) or ((𝑠𝑖𝑢 = 𝑠𝑖𝑣 ) and
(𝑠𝑢 <ℓ 𝑠𝑣 )); otherwise 𝑠𝑣 <𝑖 𝑠𝑢 . That is, we first order 𝑠𝑢 and 𝑠𝑣 by

their values 𝑠
𝑖
𝑢 and 𝑠

𝑖
𝑣 . If that does not resolve their order, we order

𝑠𝑢 and 𝑠𝑣 by their lexical order.

For each 1 ≤ 𝑖 ≤ ℎ, we store the solutions 𝑃 ordered by <𝑖 in an or-
dering data structure 𝑄𝑖 that supports two operations: (i) construct

𝑄𝑖 given 𝑃 and <𝑖 and (ii) extract minimum which will be used dur-

ing the ranking phase. We consider two standard data structures for

𝑄𝑖 . The first is a sorted linked list or sorted array which supports

construction in𝑂(𝑛 log𝑛) time and extract minimum in𝑂(1) time.

The second is a binary heap which supports construction in 𝑂(𝑛)
time and extract minimum in 𝑂(log𝑛) time. For simplicity, it is

easier to think about the sorted linked list or sorted array, but the

binary heap may be faster, especially when we process some but

not all the solutions in 𝑄𝑖 during the ranking phase.

5.2 Ranking Phase
We perform ranking in rounds. In a round, for objective 1 ≤ 𝑖 ≤ ℎ,
we process 𝑞𝑖 which is the minimum unprocessed solution from

Algorithm 1:Minimum Multi-Sort or MMS

Input :Population 𝑃 = {𝑠 𝑗 ∈ R𝑚 ⋃︀ 1 ≤ 𝑗 ≤ 𝑛}
Output :Ranking 𝑅 of solutions in 𝑃

// Ordering phase

1 𝑅 ← {} // no solutions ranked yet

2 𝑄1 ← sort 𝑃 using lexical order ;

3 Initialize 𝐿𝑖 = ∅ ∀𝑖 = 1 to 𝑛// no solutions ranked

4 𝑄𝑖 ← 𝑂𝑟𝑑𝑒𝑟(𝑃, 𝑖), ∀𝑖 = 2 to 𝑛// construct heap

5 for 𝑗 = 1 to 𝑛 do
6 for 𝑖 = 1 to ℎ do
7 Put 𝑞𝑖 ← 𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑀𝑖𝑛(𝑄𝑖) in the sorted order in 𝑄𝑖

8 if all 𝑛 solutions are extracted once then
9 𝑖𝑛𝑑𝑒𝑥 ← 𝑖

10 break out of both loops

11 end
12 end
13 end
14 𝑜𝑏 𝑗𝑆𝑒𝑞 ← Find order of objectives. Use the reverse order till

depth 𝑖𝑛𝑑𝑒𝑥 from 𝑄 , other objectives are randomly

ordered// global

15 𝐶(𝑃)← 𝑚// it counts # obj. to compare, global

16 𝐵 ← Create binary tree with rank 1

// Ranking phase

17 while ⋃︀𝑅⋃︀ < 𝑛 do
18 for 𝑖 = 1 to ℎ do
19 𝑞𝑖 ← 𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑇𝑜𝑝(𝑄𝑖) // 𝑄𝑖 is already sorted till

𝑖𝑛𝑑𝑒𝑥

20 𝐶(𝑞𝑖)← 𝐶(𝑞𝑖) − 1
21 if 𝑞𝑖 ⇑∈ 𝑅 then
22 rank(𝑞𝑖)← Insert(𝐿𝑖 , 𝑞𝑖 , 𝐵)
23 𝑅 ← 𝑅 ∪ {rank(𝑞𝑖)}
24 else
25 InsertIntoRank(𝐿𝑖 , 𝑞𝑖 , rank(𝑞𝑖))
26 end
27 end
28 end
29 return 𝑅

𝑄𝑖 adding 𝑞𝑖 to a ranking data structure 𝐿𝑖 which organizes the

processed solutions from 𝑄𝑖 to facilitate fast ranking. There are

two possibilities for how we process 𝑞𝑖 . If 𝑞𝑖 is unranked (𝑞𝑖 ∉ 𝑅),
then we simultaneously rank 𝑞𝑖 and insert 𝑞𝑖 into 𝐿𝑖 and 𝑅. If 𝑞𝑖 is

already ranked (𝑞𝑖 ∈ 𝑅), then we just insert 𝑞𝑖 into 𝐿𝑖 . In both cases,

we do not modify the ranks of already ranked items.

We first consider the case where 𝑞𝑖 is unranked (𝑞𝑖 ∉ 𝑅). The key
observation (due to Zhang et al. [46]) is that no solution 𝑠 ∈ 𝑃 ∖ 𝐿𝑖
can dominate 𝑞𝑖 because 𝑞𝑖 <𝑖 𝑠 which means either 𝑞

𝑖
𝑖 < 𝑠

𝑖
or

𝑞𝑖 <ℓ 𝑠 . Thus, we only need to compute the rank of 𝑞𝑖 against the

solutions in 𝐿𝑖 . The exact details of how we compute this rank

depends on the details of 𝐿𝑖 . We assume that Insert(𝐿𝑖 ,𝑞𝑖 ) will insert

𝑞𝑖 into 𝐿𝑖 while determining and returning 𝑞𝑖 ’s rank.
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We next consider the case where 𝑞𝑖 is already ranked (𝑞𝑖 ∈ 𝑅)
but was previously unprocessed in 𝑄𝑖 . In this case, we assume that

InsertIntoRank(𝐿𝑖 , 𝑞𝑖 , rank(𝑞𝑖 )) will correctly insert 𝑞𝑖 into 𝐿𝑖 .

The algorithm can safely terminate if all solutions are ranked

before𝑛 rounds, so we only continue if there are unranked solutions

(⋃︀𝑅⋃︀ < 𝑛). If the algorithm can terminate after relatively few rounds,

say𝑛⇑ℎ, then the binary heap implementation of𝑄𝑖 may outperform

the sorted array or sorted linked list implementation of 𝑄𝑖 .

We now describe a basic implementation of the ranking data

structure 𝐿 using arrays of linked lists. Observe that solutions in 𝐿

can be partitioned into a list of solutions with the same rank. Let

𝐿
𝑘
be the solutions with rank 𝑘 , and 𝑟 be the maximum rank in 𝐿.

We have that 𝐿 = 𝐿1 ⊔ 𝐿2 ⊔ . . . ⊔ 𝐿𝑟 where ⊔ denotes disjoint union.
So, 𝐿

𝑘
can be indexed by 𝑘 using an array, and each 𝐿

𝑘
can be a

linked list of solutions with rank 𝑘 .

To implement InsertIntoRank(𝐿,𝑞,rank(𝑞)), we simply add the

new solution 𝑞 into 𝐿
rank(𝑞)

. One can verify that Algorithm 1 al-

ways has rank(𝑞) ≤ 𝑟 + 1. If rank(𝑞) = 𝑟 + 1, we create a new list

𝐿
𝑟+1

which will be initialized to hold just solution 𝑞.

To implement Insert(𝐿,𝑞, 𝑆𝑃), we find the rank of 𝑞 and then

insert into 𝐿
rank(𝑞)

. To find the rank of 𝑞, we use the following

domination check (DC) primitive. Given 1 ≤ 𝑗 ≤ 𝑟 and 𝑞, 𝐷𝐶( 𝑗, 𝑞)
is true if any solution in 𝐿

𝑗
dominates 𝑞; otherwise 𝐷𝐶( 𝑗, 𝑞) is false.

We then check 𝐷𝐶( 𝑗, 𝑞) starting with 𝑗 = 1 and incrementing 𝑗

until 𝐷𝐶( 𝑗, 𝑞) becomes false. Then 𝑟𝑎𝑛𝑘(𝑞) is this value of 𝑗 .

6 ANALYSIS
We first show that the worst-case running time of MMS is no worse

than brute-force search. We then show that MMS performs es-

pecially well on random input instances with many objectives;

specifically, MMS-heap can achieve an expected running time that

is linear in the input size for random input instances with Ω(⌋︂𝑛)
objectives.

6.1 Worst-Case Running Time
Proposition 1. The worst-case time complexity of MMS-sort and

MMS-heap is 𝑂(𝑚𝑛
2) time.

We divide the proof of Proposition 1 into two steps that count

the running time for each phase, ordering and ranking.

Lemma 6.1. Ordering takes𝑂(𝑚𝑛+ℎ𝑛 log𝑛) and𝑂(ℎ𝑛+𝑛 log𝑛)
time, respectively, for MMS-sort and MMS-heap.

Proof. For both algorithms, we start by sorting the first objec-

tive (<1 or equivalently <ℓ ) which takes 𝑂(𝑚𝑛 + 𝑛 log𝑛) time [5].

For MMS-sort, we sort objective 𝑖 using <𝑖 for 2 ≤ 𝑖 ≤ ℎ. The key
observation is that for solutions 𝑠𝑢 and 𝑠𝑣 where 𝑠

𝑖
𝑢 = 𝑠𝑖𝑣 , we can

order them by <ℓ in𝑂(1) time because we have totally ordered 𝑃 by

<ℓ . Thus, MMS-sort requires 𝑂(ℎ𝑛 log𝑛) time to sort the solutions

for the remaining ℎ − 1 objectives. Similarly, MMS-heap requires

𝑂(ℎ𝑛) time to construct the remaining ℎ − 1 heaps; we assume that

MMS-heap uses the sorted list/array to store 𝑄1 since it has paid

the full cost of sorting. The result follows by summing the cost of

computing 𝑄1 and the remaining 𝑄𝑖 . □

Next, we compute the running time of the ranking phase which

depends on the number of ranking rounds 𝑘 that are needed. In the

worst case, 𝑘 = 𝑛; in the best case, 𝑘 = 𝑛⇑ℎ.

Lemma 6.2. The ranking phase with round 𝑘 runs in𝑂(𝑚𝑛𝑘) time
for both MMS-sort and MMS-heap.

Proof. Both algorithms process a total of ℎ𝑘 solutions in the

ranking phase. Extracting these ℎ𝑘 solutions takes 𝑂(ℎ𝑘) time for

MMS-sort and 𝑂(ℎ𝑘 log𝑛) time for MMS-heap. Only 𝑛 of these ℎ𝑘

solutions need to be ranked which requires 𝑂(𝑚𝑛𝑘) time for both

algorithms since each solution must be checked against at most

𝑘−1 other solutions, and each check requires at most𝑚−1 objective
value comparisons. Finally, all ℎ𝑘 solutions need to be inserted into

𝐿𝑖 which takes a total of 𝑂(ℎ𝑘) time for both algorithms. Because

𝑚𝑛𝑘 is strictly larger than ℎ𝑘 log𝑛, both algorithms have a worst-

case time complexity of 𝑂(𝑚𝑛𝑘) for the ranking phase. □

Proposition 1 follows from Lemmas 6.1 and 6.2, ℎ ≤𝑚 and 𝑘 ≤ 𝑛.

6.2 Average-Case Running Time
In the worst-case analysis, we made a few pessimistic assumptions.

First, we assumed that sorting 𝑃 to compute <ℓ requires 𝑂(𝑚𝑛 +
𝑛 log𝑛) time. Second, we assumed that the number of rounds 𝑘

in the ranking phase would be 𝑛 rather than something smaller

like 𝑂(𝑛⇑ℎ). Third, we assumed that ⋃︀𝐿𝑖 ⋃︀ = 𝑘 (note that 𝐿𝑖 are the

solutions found from𝑄𝑖 which is an ordering data structure related

to 𝑖-th objective) for each extracted solution 𝑞𝑖 that we needed to

compare in the ranking phase. Finally, in the ranking phase, we

assumed that checking whether a solution 𝑠 in 𝐿𝑖 dominates 𝑞𝑖
requires 𝑂(𝑚) time.

We now perform an average case analysis where the solutions

in 𝑃 are “random”. Specifically, we derive an upper bound on the

expected number of comparisons performed by MMS where we

make the following assumptions about the input instance. First,

we assume that no two solutions have the same value in the same

objective. Second, we assume that for each objective, all 𝑛! pos-

sible permutations are equally likely. Third, we assume that the

permutations for each objective are independent; that is, there is

no correlation between the ranking in one objective to the ranking

in a second objective.

The key analysis we will tighten is the number of comparisons

required to rank all 𝑛 solutions in the ranking phase which we

denote as 𝑅(𝑃). In Lemma 6.2, when ranking each of the 𝑛 solutions

𝑞𝑖 , we assumed that ⋃︀𝐿𝑖 ⋃︀ = 𝑘 − 1 and that it would take 𝑂(𝑚)
comparisons to determine if 𝑠𝑢 ∈ 𝐿𝑖 dominates 𝑞𝑖 or not. We now

do a more careful analysis with our assumptions.

Consider an arbitrary solution 𝑝 𝑗 at the moment which is sup-

posed to be ranked in the ranking phase. Without loss of generality,

let 𝑖 be the 𝑄𝑖 that 𝑝 𝑗 was extracted from, and let 𝑆 𝑗 = 𝐿𝑖 denote
the previously extracted solutions from𝑄𝑖 when 𝑝 𝑗 is extracted. Fi-

nally, for any 𝑠 ∈ 𝑆 𝑗 , let 𝑌(𝑠, 𝑝 𝑗) denote the number of comparisons

required to determine if 𝑠 ≻ 𝑝 𝑗 if we compare 𝑠 with 𝑝 𝑗 .

Then an upper bound on the total amount of work done for

computing the rank of all 𝑛 solutions is

𝑅(𝑃) ≤
𝑛

∑
𝑗=1

(∑
𝑠∈𝑆 𝑗

𝑌(𝑠, 𝑝 𝑗)) (1)
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This is an upper bound because we assume that we check if all

solutions 𝑠 ∈ 𝑆 𝑗 dominate 𝑝 𝑗 whereas we skip some domination

checks depending on the outcome of other checks.

We first derive an upper bound on 𝐸(︀𝑌(𝑠, 𝑝 𝑗)⌋︀.

Lemma 6.3. For any solution 𝑝 𝑗 and any 𝑠 ∈ 𝑆 𝑗 when 𝑝 𝑗 is first
extracted, 𝐸(︀𝑌(𝑠, 𝑝 𝑗)⌋︀ < 2.

Proof. Because of our assumptions that each objective is in-

dependent and all 𝑛! permutations are equally likely, the proba-

bility that 𝑝
𝑙
𝑗 < 𝑠𝑙 in any checked objective 𝑙 is 1⇑2. Since we can

stop once we find an objective 𝑙 where 𝑝
𝑙
𝑗 < 𝑠

𝑙
, this is exactly

the geometric distribution 𝑁𝐵(1, 1⇑2) which has expected value

2 except that we stop when we finish𝑚 − 1 trials; this early ter-

mination leads to a slightly smaller expected value. It follows that

𝐸(︀𝑌(𝑠, 𝑝 𝑗)⌋︀ < 𝐸(︀𝑁𝐵(1, 1⇑2)⌋︀ = 2. □

We next simplify 𝐸(︀𝑅(𝑃)⌋︀.

Lemma 6.4. 𝐸(︀𝑅(𝑃)⌋︀ ≤ 2(∑𝑛
𝑗=1 𝐸(︀⋃︀𝑆 𝑗 ⋃︀⌋︀).

Proof. We take the expectation of Equation 1 and then apply

linearity of expectations to get 𝐸(︀𝑅(𝑃)⌋︀ ≤ ∑𝑛
𝑗=1 𝐸(︀∑𝑠∈𝑆 𝑗

𝑌(𝑠, 𝑝 𝑗)⌋︀.
We evaluate 𝐸(︀∑𝑠∈𝑆 𝑗

𝑌(𝑠, 𝑝 𝑗)⌋︀ by considering each possible size

of ⋃︀𝑆 𝑗 ⋃︀ using conditional probabilities. That is, 𝐸(︀∑𝑠∈𝑆 𝑗
𝑌(𝑠, 𝑝 𝑗)⌋︀ =

𝐸(︀∑𝑛−1
𝑘=0(∑𝑠∈𝑆 𝑗

𝑌(𝑠, 𝑝 𝑗) ⋃︀ 𝑘 = ⋃︀𝑆 𝑗 ⋃︀)×𝑃𝑟(𝑘 = ⋃︀𝑆 𝑗 ⋃︀)⌋︀. We can move the

expected value inside the summation over𝑘 to get𝐸(︀∑𝑠∈𝑆 𝑗
𝑌(𝑠, 𝑝 𝑗)⌋︀ =

∑𝑛−1
𝑘=0(𝐸(︀(∑𝑠∈𝑆 𝑗

𝑌(𝑠, 𝑝 𝑗) ⋃︀ 𝑘 = ⋃︀𝑆 𝑗 ⋃︀)⌋︀ × 𝑃𝑟(𝑘 = ⋃︀𝑆 𝑗 ⋃︀)). Applying
linearity of expectations, this simplifies to 𝐸(︀∑𝑠∈𝑆 𝑗

𝑌(𝑠, 𝑝 𝑗)⌋︀ =
∑𝑛−1
𝑘=0(∑𝑠∈𝑆 𝑗

𝐸(︀(𝑌(𝑠, 𝑝 𝑗) ⋃︀ 𝑘 = ⋃︀𝑆 𝑗 ⋃︀)⌋︀ × 𝑃𝑟(𝑘 = ⋃︀𝑆 𝑗 ⋃︀)). Applying
Lemma 6.3, we get that 𝐸(︀∑𝑠∈𝑆 𝑗

𝑌(𝑠, 𝑝 𝑗)⌋︀ < ∑𝑛−1
𝑘=0(2𝑘 × 𝑃𝑟(𝑘 =

⋃︀𝑆 𝑗 ⋃︀)). Applying the definition of expected value, we get that

𝐸(︀∑𝑠∈𝑆 𝑗
𝑌(𝑠, 𝑝 𝑗)⌋︀ < 2𝐸(︀𝑆 𝑗 ⌋︀ and the result follows. □

We compute ∑𝑛
𝑗=1 𝐸(︀⋃︀𝑆 𝑗 ⋃︀⌋︀ bounding 𝐸(︀⋃︀𝑆 𝑗 ⋃︀⌋︀ for 1 ≤ 𝑗 ≤ 𝑛.

Lemma 6.5. 𝐸(︀⋃︀𝑆 𝑗 ⋃︀⌋︀ ≤ 𝑛
ℎ
.

Proof. Consider an arbitrary solution 𝑝 𝑗 and its associated value

𝐸(︀⋃︀𝑆 𝑗 ⋃︀⌋︀. We view the operation of MMS with respect to finding the

first occurrence of 𝑝 𝑗 as follows. In the first round, MMS performs

ℎ trials where each trial has probability 1⇑𝑛 of being solution 𝑝 𝑗
since all permutations of the 𝑛 solutions are equally likely in each

objective. If 𝑝 𝑗 appears during the first round, ⋃︀𝑆 𝑗 ⋃︀ = 0 since no

solutions are chosen before 𝑝 𝑗 . In the 𝑘th round, if 𝑝 𝑗 has not been

found in any earlier round, MMS performs ℎ trials where each

trial has probability 1⇑(𝑛 − 𝑘 + 1) of being solution 𝑝 𝑗 since all

permutations of the 𝑛 solutions are equally likely in each objective

and the assumption that 𝑝 𝑗 has not been found in any earlier round

means that there are only 𝑛 − 𝑘 + 1 solutions remaining to choose

from in each objective. If 𝑝 𝑗 appears during the𝑘th round, ⋃︀𝑆 𝑗 ⋃︀ = 𝑘−1
since 𝑘 − 1 solutions are chosen before 𝑝 𝑗 in the given objective.

In summary, MMS performs 𝑛ℎ trials where trial 𝑡 has proba-

bility 𝑃𝑟(𝑡 = 𝑝 𝑗 ⋃︀ 𝑝 𝑗 has not been selected earlier) = 1⇑(𝑛 − ⟨︀(𝑡 −
1)⇑ℎ⧹︀) of being 𝑝 𝑗 assuming we have not seen 𝑝 𝑗 in an earlier

trial, and the resulting value of ⋃︀𝑆 𝑗 ⋃︀ in the 𝑡th trial is 𝑣𝑎𝑙(𝑡) =
⟨︀(𝑡 − 1)⇑ℎ⧹︀. We denote the probability that the 𝑡 th trial is the first

occurrence of 𝑝 𝑗 as 𝑃𝑟(𝑡 = 𝑓 𝑝 𝑗) which is distinct from 𝑃𝑟(𝑡 = 𝑝 𝑗 ⋃︀

𝑝 𝑗 has not been selected earlier). Then𝐸(︀⋃︀𝑆 𝑗 ⋃︀⌋︀ = ∑𝑛ℎ
𝑡=1 𝑣𝑎𝑙(𝑡)𝑃𝑟(𝑡 =

𝑓 𝑝 𝑗).
We simplify this summation by making two modifications which

together cannot decrease the summation’s value. The first change is

to make 𝑃𝑟(𝑡 = 𝑝 𝑗 ⋃︀ 𝑝 𝑗 has not been selected earlier) = 1⇑𝑛 which

is no larger than it was before. The second is to increase the number

of trials from 𝑛ℎ to∞. These two changes increase the probability

that 𝑝 𝑗 is selected in a later trial with a larger 𝑣𝑎𝑙(𝑡).
Let 𝑝𝑟

′(𝑡 = 𝑓 𝑝 𝑗) denote the probability that trial 𝑡 is the first oc-

currence of𝑝 𝑗 with these two changes, and let𝑍
′ = ∑∞𝑡=1 𝑣𝑎𝑙(𝑡)𝑝𝑟 ′(𝑡 =

𝑓 𝑝 𝑗). We know 𝐸(︀⋃︀𝑆 𝑗 ⋃︀⌋︀ ≤ 𝑍
′
. We note that 𝑣𝑎𝑙(𝑡) ≤ 𝑡⇑ℎ, so 𝑍

′ ≤
∑∞𝑡=1 𝑡⇑ℎ 𝑝𝑟

′(𝑡 = 𝑓 𝑝 𝑗) which leads to 𝑍
′ ≤ 1⇑ℎ∑∞𝑡=1 𝑡 𝑝𝑟 ′(𝑡 = 𝑓 𝑝 𝑗).

We next observe that ∑∞𝑡=1 𝑡 𝑝𝑟 ′(𝑡 = 𝑓 𝑝 𝑗) is exactly the expected

value of the geometric distribution 𝑁𝐵(1, 1⇑𝑛). This is because we
are performing repeated trials with probability 1⇑𝑛 of success until

we get our first success. The expected value of 𝑁𝐵(1, 1⇑𝑛) = 𝑛.

Thus 𝑍
′ ≤ 𝑛⇑ℎ, and the result follows. □

Corollary 1. 𝐸(︀𝑅(𝑃)⌋︀ ≤ 2𝑛2⇑ℎ.

Proof. This follows directly from Lemmas 6.3, 6.4, and 6.5. □

We now bound the remaining comparisons performed where we

separately analyze MMS-sort and MMS-heap. For both algorithms,

computing <ℓ requires only 𝑂(𝑛 log𝑛) time because we assume

that all solutions are distinct in each objective (same running time

even when they are not distinct using three-way quicksort [39]). For

MMS-sort, performing the initial sort for the other ℎ − 1 objectives
requires𝑂(𝑛ℎ log𝑛) time using a Θ(𝑛 log𝑛) sorting algorithm like

mergesort. The extract minimum operations in the ranking phase

are done in 𝑂(𝑛ℎ) time. For MMS-heap, building the remaining

ℎ − 1 heaps requires only 𝑂(𝑛ℎ) time since constructing binary

heaps can be done in linear time. We now analyze the time required

by MMS-heap for the extract minimum operations in the ranking

phase.

Lemma 6.6. The expected cost of the extract minimum operations
performed by MMS-heap is 𝑂(𝑛 log2 𝑛).

Proof. Without loss of generality, we assume that we extract

the minimum from all ℎ heaps before checking to see if all solutions

have been found. Let𝑈 be the random variable which denotes this

quantity; note that𝑈 ≤ 𝑛.
We consider two cases: ℎ ≤ 2 ln𝑛 and ℎ > 2 ln𝑛. If ℎ ≤ 2 ln𝑛, the

worst case is we perform ℎ𝑛 extract minimum operations which

gives us a total cost of 𝑂(𝑛ℎ log𝑛) which is 𝑂(𝑛 log2 𝑛) since ℎ ≤
2 ln𝑛 and the result follows.

We now consider the second case: ℎ > 2 ln𝑛. What is the proba-

bility that𝑈 exceeds 2𝑛 ln (𝑛⇑ℎ) given ℎ > 2 ln𝑛? We first compute

the probability that a specific solution 𝑝 has not been sampled by

this value of 𝑈 . Solution 𝑝 is not sampled in one objective with

probability (𝑛 − 2𝑛 ln (𝑛⇑ℎ)) = 1 − 2 ln (𝑛⇑ℎ) since we assume the

orderings are all equally likely. To not be sampled in all ℎ objec-

tives occurs with probability (1 − 2 ln𝑛⇑ℎ)ℎ since we assume each

dimension is independent. This probability is upper bounded by

𝑒
−2 ln𝑛 = 1⇑𝑛2. This implies that the probability that any solution

is not sampled in any of the ℎ objectives is at most 𝑛⇑𝑛2 = 1⇑𝑛.
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We can then upper bound the number of comparisons needed for

extract minimum operations as follows. With probability at most

1⇑𝑛, 𝑈 is 𝑛 which means we have ℎ𝑛 extract minimum operations.

With probability at least 1, 𝑈 is at most 2𝑛 ln𝑛⇑ℎ which means

we have at most 2𝑛 ln𝑛 extract minimum operations. Thus, the

expected cost of the extract minimum operations is at most 1⇑𝑛 ×
ℎ𝑛 × log𝑛 + 1× 2𝑛 ln𝑛 × log𝑛 = ℎ log𝑛 + 2𝑛 ln𝑛 log𝑛, and the result
follows. □

Finally, combining Corollary 1 and Lemma 6.6, we derive the

following upper bound on the expected runtime of MMS-heap

and MMS-sort. The main difference is that MMS-sort incurs a

Θ(𝑛ℎ log𝑛) term for sorting in the ordering phase.

Theorem 6.7. The expected runtime of MMS-heap
is 𝑂 (𝑛2⇑ℎ + 𝑛ℎ + 𝑛 log2 𝑛), and the expected runtime of MMS-sort is
𝑂 (𝑛2⇑ℎ + 𝑛ℎ log𝑛).

These results imply that MMS-heap achieves an expected run-

ning time that is linear in the input size for input instances with

at least

⌋︂
𝑛 objectives, and MMS-sort is slightly worse by a

⌈︂
log𝑛

factor.

Corollary 2. For𝑚 = Ω(⌋︂𝑛), the expected runtime of MMS-
heap is Θ(𝑛⌋︂𝑛) = 𝑂(𝑚𝑛) using ℎ =⌋︂𝑛, and the expected runtime
of MMS-sort is Θ(𝑛

⌈︂
𝑛 log𝑛) using ℎ =

⌈︂
𝑛⇑ log𝑛.

7 CONCLUSION
Non-dominated sorting has emerged as a critical component for

multi-objective optimization problems (MOPs). The best known

running time for general𝑚 is 𝑂(𝑚𝑛
2), and has stood for almost

two decades. In this work, we prove a matching conditional lower

bounds based on Hitting Set Conjecture, and provide the first ef-

ficient algorithm on the inputs that are drawn from uniform dis-

tribution. An open problem is to either improve the average-case

runtime or prove a conditional lower bound under inputs that are

drawn from uniform distribution.
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