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Abstract

We consider the question of computing the strong edge coloring, square graph coloring,
and their generalization to coloring the k** power of graphs. These problems have long been
studied in discrete mathematics, and their “chaotic” behavior makes them interesting from
an approximation algorithm perspective: For k = 1, it is well-known that vertex coloring is
“hard” and edge coloring is “easy” in the sense that the former has an n'~¢ hardness while the
latter admits a (4/3)-approximation algorithm. However, vertex coloring becomes easier (can be
O(y/n)-approximated) for k = 2 while edge coloring seems to become much harder (no known
O(n'~¢) approximation algorithm) for k > 2.

In this paper, we show several new hardness of approximation results that clarify the ap-
proximability landscape of these problems. First, we confirm that edge coloring indeed becomes
computationally harder when k& > 1: we prove a hardness of n'/3=¢ for k € {2,3} and nt/2-¢
for k > 4 (previously, only NP-hardness for £ = 2 is known). Moreover, for vertex coloring,
we prove a hardness of n'/2=¢ for all k, which is tight for all even k. We also prove hardness
of maximum clique and stable set (a.k.a. independent set) problems on graph powers. These
results rely on a common simple technique of proving bounds via fractional coloring. This tech-
nique also allows us to prove some new bounds on graph products. In addition, we include our
proof of Erdos and Nesetfil conjecture on cographs using a charging scheme technique.

1 Introduction

Consider the following broadcast scheduling problem commonly considered in the network area (e.g.
[27, 4, 19]). We are given a graph G representing a network of transceivers (represented by nodes).
Each transceiver can send a message to its neighbors by broadcasting via some communication
channel; however, two transceivers that share a neighbor cannot broadcast on the same channel
since their signals interfere with each other. The objective is to minimize the number of channels
we have to assign the transceivers to avoid interference. Formally, for any graph G = (V, E), we
want a minimum value of C' such that there is a function ¢ : V- — {1,...,C} where, for any pair
(u,v) of vertices of distance at most two, c(u) # ¢(v).
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In theoretical computer science and discrete mathematics, this problem is known as distance-2
vertex coloring or coloring square graphs (e.g., [22], 25, [II, 2, [18]) — we simply view the channel
assignment as a color assignment. Its natural extension, distance-k coloring or coloring the k"
power graphs is also extensively studied (e.g., [2, 25| [, 18]). Formally, denote by G* the k™" power
of a graph G and x(G) its chromatic number. Then we are interested in approximating x(G*).
(We refer to Section [2| for basic graph theoretic definitions.) This problem arose in network where,
e.g., a transceiver can interfere other further transceivers and in other areas such as approximating
Hessian matrices of certain non-linear functions [25].

The edge coloring version of the above problem, called distance-k edge-coloring, has received
even more attention (e.g., [24, 23] 26], 9], B]). In this case, we say that two edges are of distance
k if they can be connected by passing through k vertices (e.g., edges sharing an end-vertex are of
distance one and edges connected by another edge are of distance two). To be precise, we denote
by L£(G) the line graph of G, and the distance-k edge-coloring problem is to compute x(£*(G))
(where £¥(G) is the k' power of L(G). A special case where k = 2 is known as link scheduling
in network community and strong edge coloring in discrete mathematics community; for this case,
Xs(G) is typically used to refer to x'((£*(G@))). The discrete mathematics community has paid a
particular attention on problems centering around the conjecture of Erdés and Nesettil (see [10, [11])
Recently, Laekhanukit also observed an application of strong edge coloring in proving hardness of
approximation [20].

The computational aspect of computing distance-k vertex and edge coloring is, however, not
yet well understood. While the (distance-1) vertex coloring problem was so extensively studied and
known to have undesirable hardness of n!~¢ in mid 90s, the first NP-hardness result for strong edge
coloring appeared much later in the Master’s thesis of Mahdian [23] in 2000 (which also appears
n [24]) where he proved the NP-hardness result for the class of bipartite graphs with fixed girth.
The distance-2 vertex coloring problem is also only known to be NP-hard [25]. The NP-hardness
results have also been proved for other restricted classes of graphs (e.g., [9, 16, [I]). So far, prior to
our result, no stronger hardness was known for the strong edge coloring problem. The situation on
algorithmic side suffers a similar fate: For distance-k edge coloring, nothing better than a trivial
O(n)-approximation algorithm is known for general graphs; for distance-k vertex coloring only an
O(y/n) approximation algorithm is devised when k = 2 [25] (for some special cases, polynomial
time algorithms are possible [28| [17]). Thus, the gap between the approximation lower bound and
upper bound were very large (i.e., n v.s. 1). In this paper, we show the first evidence that the
trivial upper bound might be tight, i.e., we prove a strong lower bound of n'/3~¢, for any € > 0, for
the strong edge coloring problem, thus pushing the gap down to within a polynomial factor. More
formally, we prove the following theorem.

Theorem 1. For any € > 0, given an n-vertex input graph G, there is no polynomial-time algorithm
to do the followings unless NP = ZPP.

e DISTANCE-k EDGE COLORING: Approzimate x'(L*(G)) to within a factor of n'/3~¢ for k €
{2,3} (thus the hardness of STRONG EDGE COLORING ) and n'/?>~¢ for k > 4.

e DISTANCE-k VERTEX COLORING: Approzimate x(G¥) to within a factor of n/2=¢ for all
k > 2. (This is tight for all even k.)

o MaximuM CLIQUE: Approzimate w(GF) to within a factor of n'/?>=¢ for all k > 2. (This is
tight for all even k.)



e MAXIMUM STABLE SET: Approzimate o(G*) to within a factor of nl/2=¢ if k > 2 is even
and n' =€ if k > 3 is odd.

Lastly, we show further applications of our techniques, by proving some new bounds on the
strong chromatic number of a graph, which might be of independent interests. In particular, we
prove bounds on the strong chromatic index of the rooted, lexicographic and disjunctive products of
graphs, the strong chromatic index of cographs and the lower bound of the strong chromatic index
of a graph in terms of its chromatic number. The first two results fill in the missing pieces of the
strong chromatic index of graph products by Togni [29], and the second result proves the conjecture
of Erdos and Nesetfil for the class of cographs. The technique that we use to prove these results
resemblance the analysis in the soundness case of the hardness of the strong edge coloring problem.
Thus, we view all these results as consequences of our technique.

Overview and Insight of Our Technique: Our basic idea is to amplify the strong chromatic
index of some set of edges, which we call canonical edges, so that the number of colors needed by
these edges “dominates” the number of colors used by other edges in the graph. Initially, we tried
to apply the graph product technique as we used in proving the hardness of the maximum induced
matching problem in a bipartite graph in [5]. In short, the hardness result in [5] is obtained by
applying a graph product, which can be either disjuctive product or lexicographic product, on a
graph G and itself for k times. Then the induced matching number of a graph obtained this way
will be dominated by the stability number «(G)*. Thus, by spliting each vertex into edges, we
derive the hardness for the maximum induced matching problem in a bipartite graph from the
n'~¢-hardness of the maximum stable set problem. The same technique might be applicable to
the strong edge coloring problem as well since the two problems are closely related. Unfortunately,
both disjunctive product and lexicographic product badly blow up the strong chromatic index of
“non-canonical edges”, which eradicates the hardness gap.

So, instead of performing the graph product of G directly, we “encode” the lexicographic product
of an input graph G and a clique Ky, denoted by GG @ Ky as a “conflict graph” where each vertex
represents a canonical edge and each edge represents a conflict that causes two vertices to have
different colors. More formally, our reduction will produce graph G’ such that

xs(G") = x(G & K¢) + x5(G)

Since x(G o K;) = x(G)¢, if we plug in the value ¢ = n?, we will be guaranteed that y5(G') =~
x(G o K;) = x(G)¢, getting rid of the contribution from xs(G)! Now the hardness of computing
X's(G") follows immediately from the hardness of computing x(G) by Feige and Kilian [13] (but of
course, the size of the instance blows up by a factor of £, and that was why we get a factor of n'/3—¢
instead of n'~¢).

To encode the term x(G o K) into xs(G’) for strong edge coloring problem, we found that it
suffices to just replace each vertex with a star, or in other words, we can simply produce graph
G' = G o H where G o H denote the rooted product of graph G and H, and H is a star with ¢
leafs. The analysis used to analyze the soundness case of the above reduction illustrates very useful
insights; more specifically, the idea of using “fractional coloring” arguments allow us to derive many
other results in this paper.

"We note that while the problems of computing a(G) and w(G) are equivalent, computing a(G*) and w(G*) are
not; this is simply because the reverse graph G* may not be a kth power of any graph.



Related Works: A notion closely related to strong chromatic index of a graph is the induced
matching number, which is the maximum cardinality of a set of edges M C E(G) such that M
induce a matching in G (i.e., no two edges of M share an endpoint or have endpoints that are
joined by some edge in G). In fact, each color class of the proper strong edge coloring forms and
induced matching. The complexity of computing the induced matching number of a graph is better
understood. The problem was shown to be NP-complete in [30} 8], and in general graphs, it was
proved to be n!~¢ hard to approximate (implicit in [6]). Even in the case of bipartite graphs, unless
NP = ZPP, it is hard to approximate the induced matching number of a graph to within a factor
of n'=¢, for any € > 0 [5], and it is hard to approximate to within a factor of AY27¢€ if the input
graph is A-regular.

Organization: The paper is organized as follows. Our main result, i.e. the hardness of strong
edge coloring, is proved in Section [3] We discuss other other problems in Section

2 Preliminaries

We use standard graph terminologies as in [7]. Let G = (V,E) be a graph on n vertices. The
maximum and minimum degree of G is denoted by A(G) and 0(G), respectively. For any vertex
v € V(G), denote by I'¢(v) the set of neighbors of v in G. The k-th power of G, denoted by
G* = (V, E¥), is a graph with the same vertex set as G such that G* has an edge uv if and only if
w and v are within distance at most k in G. The graph G? is called the square of G.

Vertex Coloring. A subset of vertices S C V is stable (independent) if no two vertices in S are
adjacent in G. The stability number of G, denoted by a(G), is the the largest number ¢ for which G
has a stable set of cardinality t. A proper vertex-coloring of G is an assignment o : V(G) — [C] on
vertices such that any two adjacent vertices receives different numbers. Fix any coloring o. A color
class is a set of vertices with the same color. Note that, each color class forms a stable set in G,
and all the color classes partition vertices of GG into stable sets. A fractional vertex-coloring of G is
a generalization of the vertex-coloring where each color class (which is a stable set) can be chosen
fractionally, and every vertex receives a total of at least one fraction. More formally, a fractional
coloring can be defined as a function f : S — [0,1], where S is a collection of all stable sets in
G, such that ) gcs.,cq f(S) > 1, for all v € V(G), and the weight of f is defined as ) 4. f(S5).
The chromatic number (a.k.a, the vertex-coloring number) of G, denoted by x(G), is the minimum
number of colors needed to color vertices of G, and the fractional chromatic number of G, denoted
by xf(G), is the minimum possible weight of a fractional coloring of G. It is known that

xf(G) < x(G) < x(G)log, [V(G)].

Edge Coloring. The edge-coloring of G is defined similarly as a coloring on edges such that any
two edges sharing an endpoint receive different colors. The chromatic index (a.k.a, the edge-coloring
number) of G, denoted by x/(G), is the minimum number of colors needed to color edges of G. The
line graph of G, denoted by L(G), is the graph whose vertex set is the edge set of G, and there is
an edge ef in £(G) joining two vertices in £(G) if and only if edges e and f share an endpoint in
G (recall that e and f are vertices in £(G) and edges in G). That is, £L(G) = (E(G), F'), where
F={ef:e f € E(G),eand f have a common endpoint}. We say that a matching M C E(G) is



an induced matching in G if and only if it is a matching such that, for any pair of edges e and f
in M, G has no edge joining endpoints of e and f, i.e., a subgraph induced by vertices in M is M
itself. The strong edge coloring of G is a coloring of edges such that each color class form an induced
matching in G, which is equivalent to the vertex-coloring of £2(G). It can be seen that a proper
strong edge coloring partitions edges of G into induced matchings, i.e., each color class forms an
induced matching. The strong chromatic index (or strong edge coloring number) of G, denoted by
X's(G), is the (vertex) coloring of the square of L(G), i.e., X5(G) = x(L*(G)).

Graph Products. Given graphs G and H with a root r € V(H), the rooted product of G and H,
denoted by G o H is defined as a graph obtained by making |V (G)| copies of H and unifying each
vertex u; € V(G) with the root r of the i-th copy of H for every i = 1,2,...,|V(G)|. More formally,
given two graphs G, H where r is a designated root of H, the rooted product of graph G o H has
the set of vertices V(G) x V(H). The set of edges E(G o H) = {(v,r)(v',r) : v/ € E(G)} U
Uvev(e{(v,a)(v,b) : ab € E(H)}. The disjunctive product of G and H, denoted by GV H, is the
graph with a vertex V(G) x V(H) and an edge set E(G e H) = {(u,v)(u/,v") : uv’ € E(GQ) or vv' €
E(H)}. The lexicographic product of G and H, denoted by G e H, is a graph with a vertex set
V(G)x V(H) and an edge set E(Ge H) = {(u,v)(v,v') : (uuv’ € E(G))or(u =" and vv' € E(H)}.

Our Problems. The problems considered in this paper are defined as follows. We are given a
graph G = (V, E) on n vertices and m edges. In the strong edge coloring problem, the goal is to
compute xs(G) = x(£3(G)) (and its corresponding coloring). The generalization of this problem is
the distance-k edge-coloring problem where we are given additional input number k, and the goal
is to compute x(L¥(G)). In the distance-k vertex-coloring, maximum clique and maximum stable
set problems, our goal is to compute x(G¥), w(GF), a(G¥), respectively.

Our results on the coloring problems are deduced from the hardness of the graph coloring
problem by Feige and Kilian [I3], which is in turn derived from the hardness of the maximum
clique problem by Hastad [15].

Theorem 2 ([I3]+][15]). For any € > 0, unless NP = ZPP, it is hard to distinguish between the
following two cases of a graph G on n vertices: (1) YES-INSTANCE: x(G) < n° and (2) No-
INSTANCE: X(G) > n'~¢. In particular, it is hard to approximate the chromatic number of a graph
to within a factor of n'=¢, for all € > 0, unless NP = ZPP.

For the hardness of the maximum stable set and clique problems on G*, we obtain the hardness
from the hardness of the maximum stable set (resp., clique) problem on G by Hastad [15].

Theorem 3 ([15]). For any € > 0, unless NP = ZPP, it is hard to distinguish between the following
two cases of a graph G on n wvertices: (1) YES-INSTANCE: a(G) < n€ (resp., w(G) > n'~¢) and
(2) NO-INSTANCE: «(G) > n'=¢ (resp., w(G) < n€). In particular, it is hard to approximate
the chromatic (resp., clique) number of a graph to within a factor of n'=¢, for all € > 0, unless

NP = ZPP.

Note that the problems of approximating «(G) and w(G) are equivalent since a(G) = w(G)
where G is the complement of G. However, it is not clear if the problems of approximating o/(G*
and w(G*), for any k > 2, are equivalent, since G* might not be a graph power.

)



3 Strong Edge Coloring

In this section, we prove the approximation hardness of the the strong edge coloring problem. Recall
that our goal is to compute x(£2(G)). Thus, a trivial algorithm gives a A(G)-approximation
because £2(G) contains a clique of size A(G) and has maximum degree at most 2A(G)2. So,
an O(n)-approximation algorithm is known. We show a hardness of nl/3=¢ for any € > 0, for
approximating x's(G), which suggests that a trivial upper bound might be tight.

The key step lies in showing a bound on the strong chromatic index of the rooted product of
graphs, G o H. Roughly speaking, we show that

Xs(Go H) =0 (Xs(G) + X's(H —r) + degp (1) - X(G))

where (:)(x) hides a poly log 2 factor. More precisely, we show the following theorem (recall that
X(G) > x¢(G) > x(G)/log |[V(G)| so the theorem below implies the bound above).

Theorem 4 (Rooted Product). Consider graphs G and H with a root vertex r € V(H). The
following holds:

max{Xs(G), Xs(H —r),degy (r) - x7(G)} < X5(G o H) < X5(G) + Xs(H — 1) + degy (r) - x(G)

Proof. Before presenting a formal proof, we give some high level intuition. First, recall that the
rooted product Go H consists of one copy of G and |V (G)| copies of H, where each copy is associated
with one vertex v € V(G). The key idea in our proof is to partition edges of the graph G o H into
three parts F, Fo and Fs3, where E; is a copy of the edges of G, F> consists of disjoint copies of
the edges of H — r, and E3 consists of other edges. It is easy to color edges of F; using a strong
edge coloring of GG. Also, since each copy of H — r is “far” enough that it needs a path of length
at least 2 to traverse to another copy, we can easily color edges of Ey, which consists of copies of
H — r, using a strong edge coloring of H — r. Conversely, we can also easily color edges in G and
H — r using strong edge colorings of £ and F», respectively.

It is left to color the remaining edges in F3. We show that the number of colors needed for this
crucially depends on x(G); specifically, we need ©(degy (r) - x(G)) to color Es. Intuitively, it is
easy to color E3 using O(degg(r) - x(G)): If a vertex v in G has color ¢, then we can give colors
(¢,1),...,(c,degg(r)) to edges in E3 incident to v. (See Figure |3|for an illustration.) Showing that
we need Q(degy (1) - x(G)) to color E3 is more challenging. For this task, we need to argue through
a fractional coloring argument: we show that a coloring of F3 can be converted into a fractional
coloring of G.

Now we give a formal proof. We first prove the right-hand-side: x4(G o H) < degy(r) -
X(G) + X5(G) + x's(H — r). The last two terms come from the fact that we can use strong edge
colorings of G and H — r to color almost every edge of G o H. To see this, we partition edges of
G o H into three parts, i.e., E(Go H) = E; U Ey U E3, where Ey = {(v,r)(w,r) : vw € E(G)},
Ey = Uyev(e{(v,a)(v,b) : a,b # r,ab € E(G)} and E3 = E(G o H) — (E1 U E3). Then we show
how to color Ei, Ea, E3 using x's(G), X's(H — r) and degy (r)x(G) colors, respectively. First, take
a strong edge coloring o1 : E(G) — [xs(G)] of G. For each edge (u,7)(v,r) € E;, we assign to
(u,7)(v,7) a color o((u,r)(v,r)) := o1(uv). This must be a proper (partial) coloring because no
edges in Fy U F3 join endpoints of any two edges in Fp. So, we finish coloring F;. Now, take a
strong edge coloring o1 : E(H —r) — [x's(H —r)] of H—r. We assign to each edge (v,a)(v,b) € E»
a color o((v,a)(v,b)) := o2(ab) + x's(G). (We shift the color by xs(G) to avoid using the same



Figure 1: The figure shows an example of the rooted product of G and H with a root r and
illustrates the proof of Theorem . The green edges are edges in E;. The blue edges (in the cycles)
are edges in Fy. The red thick edges are edges in E3. The graph G o H consists of one copy of G
and disjoint copies of H. Each copy of H — r are “far” enough that it needs a path of length at
least 2 to traverse to another copy.

color as Fy.) Again, this is a proper (partial) coloring because no edges of E1 U E3 join endpoints
of any two edges in Ey. So far, we have used x's(G) + x's(H —r) colors for E; and Es. Finally, we
color E3. Take a “vertex-coloring” o3 : V(G) — [x(G)] of G. We define from o3 new degy (1) - x(G)
colors, denoted by (i,a) for i € [x(G)] and a : ra € E(H). Then, for each edge (v,7)(v,a) € Es3, we
assign to (v,7)(v,a) a color o((v,7)(v,a)) := (03(v),a). So, the total number of colors we use in
this step is x(G) degg(r), thus suming up to x(G) degy (1) + x's(G) + x's(H — ) colors as desired.
It only remains to show that o is a proper strong edge coloring of G o H.

To see this, consider a pair of edges (v,7)(v,a), (w,r)(w,b) € E3. We will check for any possible
violation. If v = w, then (v,r) = (w, ), which means that the two edges receive different colors by
construction, and we are done. Hence, we may assume that v # w. Now, (v,7)(v,a), (w,r)(w,b)
share no endpoints. So, a possible violation is that some edge in E(G o H) joins their end-
points. If (v,r)(v,a), (w,r)(w,b) are joined by an edge (v,r)(w,r) € Ej, then we also have an
edge vw € E(G). So, o3(v) # o3(w), thus implying that (v,r)(v,a), (w,r)(w,b) receive different
colors. Otherwise, (v,7)(v,a), (w,r)(w,b) are joined by an edge in E2U E3. But, this is not possible
since v # w whereas edges in EFy U E3 are of the form (u,a)(u,b) where ab € E(H). (Edges in
E5 U E3 only join vertices in the same copy of H.)

Now, we prove the left-hand-side:

max{xs(G), Xs(H —r),degg(r) - x;(G)} < Xs(G o H)

. Clearly, max{xs(G), x's(H —r)} is the minimum number of colors that we need to strongly color
edges of G o H since G o H has both G and H as subgraphs. So, it suffices to show that G o H
requires at least degy(r) - xs(G) colors. To prove this, we map a strong edge coloring of G o H to
a fractional vertex-coloring of G. Let C4,Cs,...,C)ys be color classes of a minimum strong edge
coloring in G o H. We will show that x(G) < M/ degy(r).

We define the fractional color classes of G by D; = {v € V(G) : (v,7)(v,a) € C; for some a € V(H)}
for i =1,2,..., M. Then we assign a fractional value of 1/degy(r) to each color class D;. Let us



check that these color classes form a proper fractional vertex-coloring of G, i.e., (1) each D; is a
stable set in G and (2) each vertex belongs to at least degy(r) color classes.

Suppose the first condition does not hold. Then there is an edge vw € E(G) joining vertices
u,v from the same color class D;. But, then there are edges (v,r)(v,a) and (w,r)(w,b) in the
same (strong edge) color class C; that are joined by an edge (v, r)(w,r), contradicting the fact that
C; forms an induced matching in G. Next, for the second condition, we know that each vertex
(v,r) € V(G o H) has degy(r) neigbors of the form (v,a) where ra € E(H). So, we have degy(r)
edges in G o H of the form (v,r)(v,a) where ra € E(H), and these edges could not have the same
colors (since they share (v,a) as an endpoint). It follows that v belongs to degy () color classes.
This completes the proof. O

The statement of the above theorem can be simplified. Using the fact that x(G) < x¢(G)log |V (G)|
and choosing H as a star:

Corollary 5. For any graph G and a star H with a root vertex r and ¢ leaves,
Xs(Go H) = O(xs(G) + £ x(G)).

3.1 Hardness

Our construction is simple. We take a graph G = (V, E) on N vertices vAvhich is a hard instance
of the graph coloring problem as in Theorem [2, and we output a graph G = G o H, which is the
rooted product of G and a star H with ¢ = N? leaves. See Figure Now, we invoke Corollary

Figure 2: The figure shows an example of a reduction from an instance the graph coloring problem
to the strong edge coloring problem with ¢ = 3.

to analyze the hardness gap. In Yes-Instance, x(G) < N€ implies X’S(CAJ) < N2N€4+ N? < N?2+2¢ In
No-Instance, x(G) > N~ implies y/s(G) > Nlijgvjl\;e > N372¢. So, the gap is N'=¢ = |V(G)|'/3~,
thus proving Theorem

3.2 Distance-k Edge-Coloring

The hardness construction for the strong edge coloring problem can be generalized to distance-k
edge-coloring problem. For k = 3, we take an instance G = G o H as in the previous section. Then
we subdivide each edge (v, 7)(w,r) of G o H by a path of length 2, namely ((v,r), Zyy, (w,7)). The



similar analysis as that of the case k = 2 gives a hardness of n!/37¢ for this case. For k = 4, we
change the choice of a graph H. Instead of using a star with N? leaves, we choose H as Ky, a
clique on N vertices. Then we apply the following lemma whose proof appears in Appendix

Theorem 6. For any graph G and a clique Ky, the following holds:

- x(G)
? <1g|V<G>|> < X(LH(G o Kp)) < O(F - X(G) + [E(G)| + )V (G))).

To prove Theorem [ we can use the same analysis as before except that now H is a clique Ky.
The advantage of using K is that the number of vertices in the output graph G is smaller while
maintaining the same hardness gap. This approach allows us to prove the hardness of nl/2=¢ for
the distance-k edge coloring. For k& > 4, we modify the construction for k¥ = 4 by replacing each
edge uv of G by a path of length k& — 3. For more detail, see Appendix

3.3 Strong Edge Coloring of Other Graph Products

We prove some bounds of the strong chromatic index of lexicographic (e) and disjunctive (V)
products of graphs which might be of independent interest. The proof here uses insights from that
of Theorem [4l Roughly speaking, we show

Xs(G e H) =0 ([V(H)]*Xs(G) + x(G)x's(H))
Xs(GV H) =0 ([V(H)[*Xs(G) + [V(G)*Xs(H))
More precisely, we show the following theorems (see Appendix .

Theorem 7 (Lexicographic Product). For any graphs G and H,

s { V() XOpith
log [V(H)[ " log [V (G

b 6(G 0 1) < IVUDPAS(G) + X @S
Theorem 8 (Disjunctive Product). For any graphs G and H,

e VI)PAS(G) V(GRS ()
log V()| log V(G|

} < XSGV H) < [VH)PAS(C) + [V(G) s (H)

3.4 Other Bounds on Strong Edge Coloring

We also prove some bounds on the strong chromatic index of graphs. Precisely, we prove an upper
bound on the strong chromatic index of a cograph, a graph that contains no path on four vertices
as an induced subgraph, and we prove a lower bound on the chromatic index of a general graph.
The proofs are provided in Appendix and respectively.

Theorem 9. For any cograph G, xs(G) < A%*(G). Moreover, if L2(G) is not a complete graph
then X's(G) < A%(G) — 1.

6(G G
Theorem 10. For any graph G, x's(G) > %



4 Other Problems on G*

4.1 Vertex-Coloring and Maximum Clique

The graph coloring and maximum clique problems in G* share the same behavior. Both problems
admit approximation ratios of O(n'/?) when k > 2 is even and O(n*/®) when k > 3 is odd via
greedy algorithms. (See Appendix [C|and [D])

The hardness construction for these two problems are the same. We sketch a construction for
the case k = 2 and defer the full proof for any k to Appendix. Given a graph G' = (V' E'), we
construct G by replacing each vertex v of degree d by star Sg+; and then rewiring each edge to
different vertex of Syy1. Note that S;11 is a tree on d + 1 vertices consisting of a root vertex r
and d leaves. So, the root vertex r of Sy.1 corresponds to a vertex v of G'. We call the root
vertex of each star a canonical vertex. Moreover, two distinct canonical vertices r and r’ are
within distance 2 of each other in G if and only if their corresponding vertices v and v’ of G’ are
adjacent. Thus, the chromatic (resp., clique) number restricted to canonical vertices corresponds
to the chromatic (resp., clique) number of G’. However, this number can be smaller than that
restricted to non-canonical vertices. Hence, we make |V(G’)| copies of each canonical vertex to
ensure that the chromatic (resp., clique) number restricted to canonical vertices is larger than that
of non-canonical vertices. So, we can derive the hardness of |V(G’)|*~¢ from the graph coloring
(resp., maximum clique) problem in G’. Since the output graph G has |V (G)| = |V (G')|? vertices,
we have the hardness of n'/2=¢-hardness, for any € > 0. For k > 2, we modify the construction by
subdividing each edge uv corresponding to an edge of G by a path of length k — 1. So, the graph
coloring and maximum clique problems in G* admit no nt/ 2—€_approximation, for any € > 0, unless
NP = ZPP.

4.2 Maximum Stable Set

We sketch tight hardness construction for the maximum stable set problem on G*. For different k,
the approximability of the problems varies, depending on the parity of k. Here we only discuss the
case k = 2 and k = 3. The case of all odd and even k can be obtained by simply modifying these
two constructions. We defer the full discussion to Appendix

First, consider the case when k = 2. Let G be an input graph. The key idea is to subdivide each
edge in F(G) so that each pair of non-adjacent vertices are in distance more than 2 of each other.
Thus, any stable set in the graph has a corresponding stable set in its square. More formally, we
construct a graph H by first subdividing each edge e € E(G) by a special vertex x(e).

To make sure that these special vertices would not form a stable set in H?, we add edges
x(e)z(e’) for any pair of special vertices z(e),z(e’). Thus, a(G) < a(H) < a(G)+1. As |[V(H)| =
|E(GQ)| + |[V(G)| < 2|V(G)|?, we have an n!'/?~“-hardness for computing o(G?). The hardness is
tight because it matches the upper bounds of O(y/n)-approximation provided by the algorithm of
Halldérsson et al. [14].

For k = 3, the key idea of the construction is simply ensuring that any pair of vertices are not
within distance 3 of each other. Given a graph G = (V, E) on n vertices, we construct a graph H
by attaching a new vertex v* to each vertex v € V(G); we call v a white vertex and call v* a black
vertex. Now, we have a graph H on 2|V(G)| vertices. Observe that a pair of black vertices v* and
w* are in distance 3 of each other in H if and only if their corresponding white vertices v and w
are adjacent in G. Thus, a set of black vertices S* is stable in H? if and only if the set of white
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vertices S = {v : v* € §*} is stable in G. So, a(G) < a(H?) < 2a(G). The |V(G)|*~*hardness
follows immediately.
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A Bounds on Strong Edge Coloring

In this section, we show some bounds on the strong chromatic index of a graph. First, we show the
upper bound of the strong chromatic index of a cograph, a graph that has no path on 4 vertices,
denoted by Py, as an induced subgraph. Our upper bound of A?(G) proves the conjecture of Erdos
and Nesetfil for the class of cographs. This bound is tight as we have x's(G) = A?(G) when G is a
complete bipartite graph (which is also a cograph).

A.1 Strong Edge Coloring of Cographs

The next theorem shows the upper bound on the strong chromatic index of a cograph.

Theorem 11. For any cograph G, < X's(G) < A%(G). Moreover, if L2(G) is not a complete graph
then X's(G) < A%(G) — 1.

Proof. To prove the theorem, it suffices to show that A(L%(G)) < A%(G) — 1. Recall that I'g(v)
denotes the set of neighbors of a vertex v in a graph G.

Consider an edge uv € E(G), which is a vertex in £2(G). We will count the number of neighbors
at distance 2 of uv in £(G); that is, we calculate |T'z2(g)(uv)|. Clearly, the number of edges at
distance 1 of uv in £(G) is 2A(G) — 1. So, the trivial counting shows that A(L£2?(G)) is at most

2(A(G) = D(A(G) = 1) +2(A(G) = 1) = 2(A(G)(A(G) = 1)

We show that every edge at distance exactly 2 from wwv is double counted in the trivial counting.

To see this, we use a charging scheme. For each edge ab € F(G) with no common endpoints
with uv (i.e., {a,b}N{u,w} = 0), we charge ab by the cost function c(ab) = |{ua, ub,va, vb}NE(G)|.
That is, we count the number of edges that join ab to uv. We claim that c(ab) is either 0 or at least
2. If G has no edge joining ab to uv, then c¢(ab) = 0, and we are done. Suppose that G has an edge
joining ab to uv. We may assume wlog that such edge is ua. Since G is Ps-free, G must have at
least one edge from {ub,va,vb}. This implies that c¢(ab) > 2. Hence, in the trivial counting, edges
with distance 2 from u must have been double counted from the same side u (resp., v) or from both
sides » and v.

So, we conclude that

A(L(G)) <

S
B
8
|
=
=
8
|
=
+
IS
B
8
|
=

Therefore, x5(G) = x(£2(G)) < A(L%(G)) + 1 = A%*(G), and by Brook’s Theorem, if £2(G) is not
a complete graph or an odd cycle, then x's(G) < A?(G) — 1. The statement can be straightened as
we can rule out the case of an odd cycle. To be precise, a square of a graph could not be a cycle of
length more than 3. (Note that an odd cycle of length 3 is exactly a complete graph K3.) To see
this, consider a graph H. It is easy to check that H? cannot form a cycle if H has no path of length
2 as a subgraph. So, assume that H has a path of length 2, namely (u,v,w). Then these vertices
u,v,w must form a cycle in H2. So, H? is either a cycle of length 3 or contains it as a subgraph,
which means that H? cannot be a cycle of length more than 3. This proves the theorem. O
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A.2 Lower Bound on Strong Edge Coloring of General Graphs

A lower bound slightly better than a trivial bound of A(G) for the strong chromatic index of a
general graph is shown in the next theorem. The proof is based on a simple fractional coloring
argument.

Theorem 12. For any graph G, x's(G) > w, where 0(G) is the minimum degree of G.

Proof. 1f §(G) = 0, then the statement is trivial. So, we assume that 6(G) > 0. We first number
vertices of G by 1,2, ..., |V(G)|, and we think of each vertex v as an integer. Now, take a minimum
strong edge coloring o of G. We will construct from o a list of colors L(v) for each vertex v of G.
For each edge vw incident to v, we add to L(v) a color (¢(vw),1) if v > w and a color (¢(vw),2)
otherwise. So, we have used at most 2x’s(G) colors, and each vertex v has a list L(v) of degg(v)
colors.

We claim that, for any adjacent vertices v and w, L(v) N L(w) = (. To see this, first, all
edges incident to vw have different colors by the definition of strong edge coloring: For an edge
vw, vertices v and w must pick different colors from vw, namely (o(vw),1) and (o(vw),2) by
construction. So, v and w cannot have the same color in their lists. Thus, we may think of these
color-lists as a fractional coloring of G in which we pick each color with a fraction 1/6(G). It can
be seen that this is a proper fractional coloring of G since each vertex has at least §(G) colors in
its list. Therefore, x¢(G) < 2x5(G)/0(G), proving the theorem. O

A.3 Strong Edge Coloring of Graph Products

The strong edge coloring problem has a close connection with the maximum induced matching
problem, which asks for the maximum size of an induced matching in a graph. The tight hardness of
approximation of the latter problem in a bipartite graph was recently proved by Chalermsook et al.
in [5] by a graph product technique. So, studying the properties of the chromatic index of graph
products might shed some light on proving a stronger hardness result of the strong edge coloring
problem. Strong edge coloring of graph products has also been studied by Togni [29]. Here we
prove graph product inequalities in the cases not considered by Togni, so our work completes the
story of graph products w.r.t. strong chromatic index.

Theorem 13 (Lexicographic Product). For any graphs G and H,

max { V(H)PX5(G) X(G)Xs(H)
log [V(G)] 7 log|V(G)|

} < X5(G o H) < [V(H)2X5(G) + X(G)x's (H)

Proof. Before proceeding, we outline the proof. The lower bound is proved by projecting the
strong edge coloring of the lexicographic product of G and H to the coloring in the original graphs.
However, as we have more colors in the graph product, we map the coloring back to the original
graphs as the fractional coloring. The upper bound is proved by simply projecting the strong edge
coloring of G and H to their lexicographic product. As we have multiple copies of G and H in
the graph product, we put different sets of colors for each copy and thus have the bound as in the
statement of the theorem.

Lower Bound:
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We partition the edges in E(G e H) into E(G ¢ H) = Eg U Ep, where

Eg = {(u,i)(v,j) : wv € E(G)}
Ey = {(u,i)(u,5) 1w € V(G),ij € E(H)}

The proof of this part is done in the following two claims.
Claim 14. |V (H)|?X5(G)1log |V (G)| < Xs(G  H).

Proof. To prove this claim, it is sufficient to show that x(£2(G)) < x's(G e H)/|V(H)|?, since it
would then imply:
V(H)*X5(G)

log [V(G))]

(because fractional coloring and coloring are within logarithmic factor of each other). And we show
this by giving a fractional coloring of £2(G) using a strong edge coloring of G @ H.

For each vertex u € V(G), define V,, = {(u,a) : a € V(H)}. Then, for any edge uw of G,
the subgraph G e H[V, U V,,] forms a complete bipartite graph with |V (H)|? edges. So, edges of
G e H[V,, UV,,] must all have different colors in any proper strong edge coloring of G e H.

Now, we take any strong edge coloring of Ge H and will use it to define a (fractional) strong edge
coloring of graph G. For each edge uw € E(G), we pick one edge (u, a)(w, b) from Ge H[V,,UV,,| and
color the edge uw of G by the color of (u,a)(w,b). Observe that this is a proper strong edge coloring
of G. Suppose not. Then we must have an edge uw and xy that are in distance two and have the
same color. We may assume that G has an edge ux, the color of ww is taken from (u,a)(w,b) and
the color of zy is taken from (z,c)(y,d). But, then we would have an edge (u,a)(z,c) in G e H,
implying that (u,a)(w,b) and (x,c)(y,d) must have different colors, a contradiction. Thus, we
may think of the strong edge coloring of G @ H on Eg as a fractional coloring of G in which we
choose each color class with fraction 1/|V (H)?|. This means that we only use xs(G e H)/|V (H)|?
fractional colors. O

Xs(GeH) >

Claim 15. x(G)x's(H)/log|V(G)| < Xs(G e H).

Proof. We prove the claim by showing a fractional vertex coloring of G using x's(G  H)/xs(H)
fractional colors. This would imply that:

L X(O)Xs(H)

xs(@ e H) = @

Take any strong edge coloring of G e H, and consider colors of the edge set Eyg = {(u,i)(u,j) :
u € V(G),ij € E(H)}. Define V, = {(u,7) : uw € V(G),i € V(H)}. Observe that G e H[V,] is
isomorphic to H. So, any strong edge coloring of Ge H on E(Ge H[V,]) induces a proper strong edge
coloring of H. Moreover, any edge (u,i)(z,a) € V,, and any edge (w,j)(y,b) € Vi, have different
colors if and only if G has an edge uw because G e H[V,, U V,,| forms a complete bipartite graph.
So, if we color each vertex u of G by the color of some edge (u,7)(x,a) in G @ H, then we have a
valid vertex-coloring of G. We think of coloring of edges in E(G e H[V,]) as a fractional coloring
of vertices in G, where we pick each color with a fraction 1/x's(H); this is a proper fractional
vertex-coloring of G because edges of E(G e H[V,,]) must have at least x's(H) colors. O

15



Upper Bound:
We partition the edges in E(G e H) into E(G ¢ H) = Eg U Ey where

B = {(u,i)(v,5) - uo € B(G))
Eg ={(u,i)(u,j) :u e V(G),ij € E(H)}

We argue that the number of colors needed to color Eg and Ey is |V (H)|?X's(G) and x(G)x's(H)
respectively. The second inequality is proved as follows. Let C1,...,Cy ) be color classes of G.
Partition EFy into {EY,}, where Ef, = {(u,)(u,j) : u € Cy,ij € E(H)}. Each Ef; can be colored
by at most x/s(H) colors.

The first inequality is a bit more complicated. Let E, ... ,Eg be the strong coloring of edges

in E(G) = Ugle Ey. We further partition Eg by strong-coloring classes into {Eg };3/:1 where
Eg = {(u,i)(v,j) € Eg : uwv € E’g/}, which can be further partitioned by the two endpoints of H.
That is,
EG= U E&G.J)

i,jeV (H)
where Eg(i,j) = {(u,i)(v,5) : w € Ey}. Tt is now easy to check that each of these sets is an
induced matching, so only one color is needed for each of them. O

Theorem 16 (Disjunctive Product). For any graphs G and H,

e { LEDD() VIO )
og V(@) " og [V(H)|

} < XS(GV H) < V) PS(G) + [V(G)Pxs(H)

Sketch. The proof is similar to the case of the lexicographic product. That is, we project the strong
edge coloring of GV H into GG and H to obtain the lower bound and project the strong edge coloring
of G and H into GV H to obtain the upper bound. The difference in the analysis is that when we
partition edges of GV H into Eg and Eyy, the two set are symmetric. To be precise,

E¢ ={(u,i)(v,j) : wv € E(G)}
Eg ={(u,i)(v,j) - ij € E(H)}

The set Fg is in fact that same as that in the proof of the lexicographic product. Thus, we can
apply the same analysis and obtain the similar bounds, which are symmetric in this case. O

B Distance-£ Edge-Coloring

The distance-k edge-coloring is a generalization of the strong edge coloring where any two edges of
distance at most k receive different colors. So, the distance-k edge-coloring of G is equivalent to
the vertex-coloring of £L¥(G).

B.1 Hardness

We show the approximation hardness of n'/3=¢ for the case k = 3 and n'/27¢ for the case k > 4.
Our constructions are different for the case £k = 3 and k& > 4. But, both cases follow the idea that
we use in proving the hardness of the strong edge coloring problem.
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B.2 The Case £ =3

We start from the hardness construction of the strong edge coloring problem as in Section [3] Recall
that the graph G is the rooted product G=Go Sp+q of a graph G = (V, E) and a star Spy1, where
G = (V,E) is a graph on N vertices which is a hard instance of the graph coloring problem as in
Theorem [2| and Spq; is a star with ¢ leaves. (In fact, G can be thought of as a graph obtained
from G by adding ¢ edges hanging from each vertex v € V(G).) We construct from G a graph G
by subdividing each edge vw € E(G) by a path of length two, namely, ((v,7), Zy,y, (w,7))). We call
the ¢ edges (v,r)(v,a), where ra € Se,1, hanging from each vertex (v, r) of G (a copy of v € V(@)
canonical edges, and we call other edges non-canonical edges. Observe that G has ¢|V(G)| canonical
edges and 2|E(G)| non-canonical edges. The following claim shows a relation between edges in G
and edges in £3(G)).

Claim 17. For any two distinct vertices v and w in G, canonical edges (v,r)(v,a) and (w,r)(w,b),
for any ra,rb € E(Sp41), are adjacent in L3(G) if and only if v and w are adjacent in G.

Proof. First, if v and w are adjacent in G, then by construction, we have a path ((v,r), Zyw, (w,r))
in G. This means that (v,7)(v,a) and (w,7)(w,b) are adjacent in £3(G).

Conversely, suppose e = (v,7)(v,a) and f = (w,r)(w,b) are adjacent in £3(G). Then we have
a path P of length either 1, 2 or 3 connecting e and f in £3(G). Note that any path P from e
to f has to visit both (v,r) and (w,r) (which are edges in £(G)). So, if P is a path of length 1,
then we must have (v,r) = (w,r) (i.e., v = w), which is not possible. If P is a path of length 2,
then P cannot visit any other vertex of G except (v,r) and (w,r). But, again, this is not possible
since, by construction, the only way to go from (v,r) to (w,r) is to visit a vertex z,,, for some
edge uy € E(G) (2yy is a subdividing vertex). Thus, P must be a path of length 3. Since P has to
visit (v,r) and (v,w), the only way for P to be a path of length 3 in £(G) is to use a vertex .
Hence, v and w are adjacent in G. This completes the proof. O

The next lemma shows a connection between x(G) and x(£3(G)). The proof is similar to the
proof of Theorem 4l As we only need to prove the hardness result, we use some trivial bounds to
make the proof simpler.

Lemma 18. (- x;(G) < x(£3(G)) < - x(G) + 2|E(G)|.

Proof. First, we prove the upper bound. We color non-canonical edges by different colors. So,
we have a partial coloring o that uses 2|E(G)| colors, and it is trivial that o is a proper (partial)
distance-3 edge-coloring of G. Next, we color canonical edges using a minimum vertex-coloring
of G, namely o’ : V(G) — [x(G)]. Precisely, we color each canonical edge e = (v,r)(v,a) by
a color o(e) = (d/(v),ra). So, canonical edges having the same endpoint (v,r) receive different
colors. For any two canonical edges, (v,r)(v,a) and (w,r)(w,b), they can receive the same color
only if o’'(v) = ¢/(w) and a = b. Since ¢’ is a proper vertex-coloring of G, vertices v and w can
receive the same color only if v and w are not adjacent in G. So, by Claim we conclude that
o((v,r)(v,a)) = o((w,r)(w,b)) only if (v,7)(v,a) and (w,r)(w,b) are not adjacent in L£3(G). This
shows that o is a proper distance-3 edge-coloring of G, proving the upper bound.

Now, we prove the lower bound by defining from a minimum distance-3 edge-coloring o : E(G) —
[X(£4(@))] of G a fractionally (vertex) coloring of G. We define sets of vertices, which we claim to
be (vertex) color classes of G, namely C1, Cs, ..., Cy 1)), where

C; ={veV(Q):o((v,r)(v,a)) =i for some ra € E(Sp11)}
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Then we assign a fractional value 1/¢ to each color class C;. It can be seen that this gives a fractional
(vertex) coloring of G with a weight of x(£*(G))/f. So, we are left to verify that this is a proper
fractional coloring, i.e., (1) each Cj is a stable set in G and (2) each vertex is contained in at least
¢ color classes. The second condition is easy since we know that canonical edges sharing the same
endpoint (v,r) could not receive the same color, and we have ¢ canonical edges (v, r)(v,a) incident
to (v,7). To see that C; is a stable set in G, consider a pair of canonical edges (v,r)(v,a) and
(w,r)(w,b) in E(G) that receive the same color i. So, (v,r)(v,a) and (w,r)(w,b) are not adjacent
in £3(G). By Claim we have that v and w are not adjacent in GG. Thus, C; forms a stable set
in G. Therefore,
X#(G) < X(LUG))/t = £-x5(G) < x(LNG))

O]

Hardness: Now, we take £ = N2 and thus have a graph G on O(N3) vertices. Recall that
X(G) < x¢(G)log|V(G)|. So, by invoking Lemma 18] we have

e Yes-Instance: a(G) < N¢ = x(L*(G)) < - N+ 2|E(G)| < N*+2,

e No-Instance: a(G) > N'7¢ = Y(L4Y(G)) > ¢- N'=¢/log N > N3,

Therefore, Theorem [2] implies that it is hard to approximate the distance-3 edge-coloring prob-
lem to within a factor of |V (G)|'/3~¢ unless NP = ZPP.

B.3 The case k=4

The hardness for the case k = 4 is similar to the case k = 2 (which is the strong edge coloring). We
first prove general bounds on the distance-4 edge-coloring of the rooted product of graphs G and
H. In particular, we prove the following theorem, which will play a role in proving the hardness of
approximating distance-4 edge-coloring problem. Our proof is similar to the proof for the case of
strong edge coloring.

Theorem 19. For any graph G and a clique K; rooted r € V(Ky), the following holds:
Qmax{x(L1G)), 2 - x4 (G), £ x;(G*)}) < x(LYG 0 Ky)) < O(X(LNG)) +£2 - X(G) + £ - x(G?))
Proof. First, we partition edges of G o K, into three parts, i.e., E(G o K;) = E1 U Ey U E3, where

Ey ={(v,7)(w,r) : vw € E(G)},
By, = U {(v,a)(v,b) : a,b # r,ab € E(G)},
veV(G)
Es=FE(GoKy) — (E1UEs) ={(v,r)(v,a) : ra € E(Ky)}

Observe that E; is a copy of edges of a G in G o Ky, Ey consists of copies of E(K;—1) = F(K;—1),
and Fs is the set of other edges. It can be seen that there is a mapping between a coloring on Fj
and a coloring on E(G). So, our technical part is to color Fy and E3. Our proof has two parts. In
the first part, we map (vertex) coloring on G, G2, £*(G) to edges of G o K. In the second part, we
map a distance-4 edge-coloring on G o K; to G and G®. For this task, we argue through a fractional
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coloring argument, i.e., we map the distance-4 edge-coloring on G o K, to fractional colorings on G
and G3.
Now, we prove the upper bound:

X(LY(G 0 Kp) < O((LYG)) +£2 - x(G) + £ X(G?))

First, take a distance-4 edge-coloring o7 : E(G) — [x(L*(G))] of G. We color each edge (v, 7)(w,r) €
E1 by a color o((v,r)(w,r)) = o1(vw). This must be a proper (partial) distance 4-edge coloring
of G o Ky because no edges of Es and Fs3 join endpoints of edges in F;. So, we are now using
Ix(£*(@))] colors. Second, take a vertex coloring o3 : V(G) — [x((G))] of G. We color each edge
(v,a)(v,b) € Eg by a color o((v,a)(v,b)) = (02(v),ab). We claim that this is a proper (partial)
distance 4-edge coloring of G o K;. Suppose not. Then there is a pair of edges (v,a)(v,b) and
(w,a)(w,b) in Ea, where v # w, that receive the same color (c,ab), but their endpoints are con-
nected by a path P on at most 4 vertices. So, v and w receive the same color ¢ from ;. By the
definition of G o Ky, P must be of the form (v, z)(v,r)(w,r)(w,y), where z,y € {a, b}, because any
path from (v,z) to (w,y) has to visit (v,r) and (w,r). But, this would mean that v and w are
adjacent in G, which is a contradiction since v and w receive the same color. Now, we are using
IX(LYG))| + O(£2 - x(@Q)) colors. Third, take a vertex coloring o3 : V(G) — [x((G?))] of G3. We
color each edge (v,r)(v,a) € E3 by a color o((v,r)(v,a)) = (o2(v),ra). We claim that this is a
proper distance-4 edge-coloring of G o K,. (It is obvious that the last set of colors are different
from the previous sets.) So, it suffices to verify that no edges in E3 whose endpoints are connected
by a path on at most 4 vertices receive the same color. Suppose not. Then there is a pair of
edges (v,7)(v,a) and (w,r)(w,a) in E3 that receive the same color (¢, ra), but their endpoints are
connected by a path P on at most 4 vertices. By the definition of G o Ky, any path from (v, a) to
(w,a) must visit (v,7) and (w,r). So, P must be of the form ((v,7),...,(w,r)), and each vertex
in P must be of the form (u,r), where uw € V(G). That is, P is a copy of a path of G in G o Kj.
But, this would mean that P is a v, w-path of length 3, which is a contradiction since v and w
receive the same color in G3. Therefore, we have a proper distance-4 edge-coloring of G o K, with
O - x(@)) + x(LYG)) + £ - x(G?), proving the upper bound.
Next, we prove the lower bound:

Qmax{x(L"(@)),* - x5(G), - xs(G*)}) < X(LYG 0 Ky))

It is easy to see that we need at least x(L4(G)) colors to color G o Ky since G o K, contains a copy
of G. It remains to prove the second and last terms in the bound.

We will show that we need at least Q(¢2-x ¢(G)) colors to color edges of Go K. To see this, take
a proper distance-4 edge-coloring o : V (L(G o Ky)) — [x(L*(G o Ky))] of G o K;. Then we define a
(vertex) color classes C1,...,C, of G from a coloring on Ey as C; = {v € V(G) : o((v,a)(v,b)) =
i for some a,b # r}, and we assign a fractional value of 1/|E(K‘~!)| = 1/©(¢£?) to each color class
C;. So, the total weight of this fractional coloring is x(£*(G o K;))/©(¢?). Let us check that this
is a proper fractional coloring of G. That is, we have to verify that (1) each C; is a stable set in G,
and (2) each vertex v € V(G) is contained in at least |E(K, —r)| color classes. The latter is trivial
since the set of vertices U = {(v,a) : a € K; — r} forms a clique in G o Ky. (In fact, (G o Ky)[U]
is a copy of Ky — r.) This means that v is contained in |F(K, — r)| color classes. It remains to
verify that C; is stable in G. Suppose not. Then there is a color class C; containing two vertices
v and w that are adjacent in G. By the construction of C;, we must also have a pair of edges
(v,a)(v,b) and (w,z)(w,y) in G o Ky, where a,b,z,y # r, that receive the same color i from o.
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But, this is not possible because vw € E(G) implies that G o K, have a path (v, a)(v, r)(w,r)(w, x)
on 4 vertices connecting endpoints of (v, a)(v,b) and (w, z)(w,y), contradicting the fact that o is a
proper distance-4 edge-coloring of G. Thus,

X(Go K)/O(?) = xf(G) = x(GoKy) = Q% x5(G))

Finally, we show that we need at least Q(¢ - x¢(G?)) colors to color edges of G o K,. Again,
we take a proper distance-4 edge-coloring o : V(L(G o K;)) — [x(L*(G o Ky))] of G o K. Then
we define a (vertex) color classes Ci,...,C, of G3 from a coloring on E3 as C; = {v € V(G) :
o((v,r)(v,a)) = i for some a # r}, and we assign a fractional value of 1/¢ to each color class C;.
So, the total weight of this fractional coloring is x(£*(G o K;))/(£ — 1). Let us check that this is a
proper fractional coloring of G3. That is, we have to verify that (1) each C; is a stable set in G, and
(2) each vertex v € V(@) is contained in at least £ color classes. The latter is trivial since there are
(¢ — 1) edges in G o Ky with (v,r) as an endpoint. (In fact, these edges are of the form (v,7)(v,a)
where a € V(K; —r).) This means that v is contained in (¢ — 1) color classes. It remains to verify
that C; is stable in G3. Suppose not. Then there is a color class C; that contains two vertices
v,w € V(G) connected by a path of length 3 in G, namely P = (v,u,y,w). By the construction
of C;, we must also have a pair of edges (v,r)(v,a) and (w,r)(w,b) in G o K;, where a,b # r, that
receive the same color ¢ from ¢. But, this is not possible because, otherwise, G o K, would have a
path (v,7)(u,r)(y,r)(w,r) on 4 vertices connecting endpoints of (v, r)(v,a) and (w,r)(w,b), which
contradicts the fact that o is a proper distance-4 edge-coloring of G. Thus,

X(GoKy)/(t=1) 2 x;(G°) = x(GoKe) > Q0 —1) x;(G?))
This completes the proof. ]

The simplified version of Theorem [19|is as follows. (The Corollary appears as Theorem |§| in the
main paper.)

Corollary 20. For any graph G and a clique Ky rooted r € V(Ky), the following holds:

- x(G)
. <log\V<G)!> <X(LY(G 0 K¢) < O - X(G) + [E(G)] + V().

Hardness: Take a graph G = (V, E) on N vertices, which is a hard instance of the graph coloring
problem as in Theorem We construct a graph G of the distance-4 edge-coloring problem by
taking the rooted product of G and a clique K, rooted at a vertex r € V(Ky), where £ = N. So,
G=GoK ~, and G has O(N?) vertices. Now, we apply Corollary [20] and have

e Yes-Instance: a(G) < N¢ = x(L*(G)) < O(2N¢+ |E(G)| + (- N) < N2+2¢

e No-lnstance: a(G) > N'7¢ = x(L*(G)) > Q(2N'=¢/log N) > N3-%

Therefore, Theorem [2] implies that it is hard to approximate the distance-3 edge-coloring prob-
lem to within a factor of |V (G)['/3~¢ unless NP = ZPP.
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B.4 The case £ >4

The construction for the case k > 4 is based on that of the case k = 4. We apply a similar reduction
as we have done in transforming the hard instance of the case k = 2 to that of the case kK = 3. Specif-
ically, we take a graph G = G o Ky that we construct in the case k = 4. Then we subdivide each
edge ((v,7)(w,r)) of G o K by a path on k — 2 vertices, namely ((v,7), 210w, - - -, Th—d.0w, (W, T)).
This results in a graph G. We call edges of the form (v,a)(v,b) where a,b # r and ab € E(Ky)
canonical edges and call other edges non-canonical edges. So, G has ©(N?3) canonical edges and
O(N?) non-canonical edges. Then we can prove the next claim by the same arguments as used in
Claim We provide the proof only for the sake of completeness. Readers may skip the proof of
the claim.

Claim 21. For any two distinct vertices v and w in G, a pair of canonical edges (v,a)(v,b) and
(w,c)(w,d) (i.e., ab,cd € E(Ky) and a,b,c,d # r) are adjacent in L¥(G) if and only if v and w are
adjacent in G.

Proof. First, if v and w are adjacent in G, then by construction, we have a path ((v,7), 1 4w, - - -, Th—a,0w, (W, 7))
in G. This means that (v,7)(v,a) and (w,r)(w,b) are adjacent in L¥(G).

Conversely, suppose e = (v,7)(v,a) and f = (w,r)(w,b) are adjacent in £¥(G). Then we have
a path P of either length 1, length between 2 and k — 1 or length k connecting e and f in £¥(G).
Notice that any path P from e to f has to visit both (v,r) and (w,r). So, if P is a path of length
1, then we must have (v,r) = (w,r) (i.e., v = w), which is not possible. The case that P has length
between 2 and k£ — 1 is also not possible. To see this, first, by construction, any path P between
(v,r) and (w,r) in £(G) must visit at least k vertices (since we replace each edge (v,r)(w,r) of
G by a path on k& — 2 vertices). So, P has length at least k£ in £(G). The only way that P could
have length £ is that P visits exactly k — 4 vertices of the form z; ,,. In fact, we may assert that
uy = vw. Thus, vw must be adjacent in G. This completes the proof. 0

The following corollary can be deduced from Claim [21] and the proof of Theorem The proof
resemblances that of Theorem [T9

Corollary 22. Q(N? - x¢(G)) < x(£¥(G)) < O(N? - x(G)).

Proof. For the upper bound, we color non-canonical edges by different colors. So, we use O(N?)
colors on these edges. Then we color each canonical edge using a minimum vertex-coloring o of G.
Precisely, we color each canonical edge (v, a)(v, b) by a color (o(v), ab). So, edges e = (v, a)(v,b) and
f = (w,c)(w,d) receive different colors if v = w or {a, b} # {c,d}. Ilf v # w and {a, b} = {¢, d}, then
e and f can receive the same color only if vw ¢ E(G). So, Claim [22 implies that ef ¢ E(LF(G)).
Thus, we have a proper distance-k edge-coloring of G. Now, we have used O(N?- x(G)) colors, thus
implying the upper bound.

For the lower bound, we map a minimum distance-k edge-coloring ¢’ on canonical edges of G to
a fractional coloring of G. In particular, we define color classes C; = {v € V(G) : ¢/((v,a)(v,b)) =
i}. Then we assign a weight of 2/(N — 1)(IN — 2) to each color class. Each C; is a stable set
because edges e = (v,a)(v,b) and f = (w,c)(w,d) could receive the same color only if ef ¢
E(£*(G)), and Claim [21] implies that, in this case, vw ¢ E(G). It is easy to see that there are
(N —1)(N — 2)/2 canonical edges (v,a)(v,b) for each vertex v € V(G). Thus, the coloring we
define is a proper fractional coloring of G. Now, the total weight is O(x(L*(G))/N?). Therefore,
X(L*(G)) > Q(N*x4(G)). O

21



Hardness: Now, we invoke Corollary to analyze the hardness gap. Recall that x(G) <
x#(G)log|V(G)|. So, we have

e Yes-Instance: a(G) < N© = x(LF(G)) < O(N? - N¢) < N2+2¢
e No-Instance: a(G) > N17¢ = x(L*¥(G)) > Q(N?- N'=¢/log N > N3-2,

The graph G has O(k|E(G)|+£%|V(G)|) = O(N?) (since £ = N and k is a constant). So, the gap
between x(£¥(G)) in Yes — Instance and No — Instance is |V (G)|'~¢ Thus, Theorem [2 implies that

it is hard to approximate the distance-3 edge-coloring problem to within a factor of |V (G)|'/?~¢
unless NP = ZPP.

C Graph Coloring

In this section, we consider the problem of coloring the k-th power of a graph. The complexity of
the problem of coloring the k-th power of a graph is known to be NP-hard [25] 21]. For k = 2, the
problem of coloring the square of a graph, McCormick [25] showed that a greedy coloring algorithm
gives O(y/n)-approximation. Generalizing the analysis of McCormick, we show that the greedy
coloring algorithm yields an O(y/n)-approximation, for all & > 2 when k is even and O(n?/3)-
approximation for all £ > 3 when k is odd. Moreover, we show that this bound is tight for any
even constant k; that is, the problem does not admit an n'/2~¢-approximation algorithm for any
€ > 0 unless NP = ZPP.

C.1 Algorithm

The algorithm is a greedy coloring algorithm, which processes vertices in some order and, when
processing a vertex v, colors v by a color ¢ that is the smallest color number that has not been used
before by v’s neighbors. It is known by Brooks’ theorem that the greedy coloring algorithm uses at
most A(G) colors unless G is a complete graph or an odd cycle; for the latter two cases, it uses at
most A(G) + 1 colors. See [7] for more detail. It remains to analyze the performance guarantee of
the algorithm. Before proceeding, we need to prove some simple facts. Let I'(v, k) denote the set
of vertices that are within distance k from v, and define f(k) = max{|I'(v,k))| : v € V(G)}. The
function f(k) in fact denotes the maximum degree of vertices in G¥.

Proposition 23. For any k > 2, the following holds
e The set of vertices I'(v, |k/2]) U {v} induces a clique in G*.

if k is even

o 10 < D < { ) e

Proof. The first statement follows because any pair of vertices in the set I'(v, | k/2])U{v} are within
distance two of each other in G#/2]| so they become immediate neighbors in G¥. Now, we prove
the second statement. For any vertex v, there are at most f(|k/2]) vertices in distance at most
|k/2] from v by definition, and each of them has at most f([k/2]) vertices within distance at most
[k/2]. If k is even [k/2] = |k/2]. So, the number of vertices in distance 2|k/2] from v is at most
f(|k/2])?, proving the case when k is even. For the case that k is odd, each vertex within distance
[k/2] — 1 = |k/2] from v € V has at most A(G) neighbors. Thus, f([k/2]) < f(|k/2])A(G),
proving the case that k is odd. O
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The above proposition implies the following.

Proposition 24. f(|k/2]) < x(G*) < f([k/2))f(Tk/2))

Proof. The first inequality follows since G* has a clique of size at least f(|k/2]) by the first
statement of Proposition The second inequality follows since G* has maximum degree at most
f(lk/2])f([k/2]) by the second statement of Proposition and the greedy algorithm gives a
coloring with at most A(GF) = f(k) colors. O

The following corollary is now immediate.

Corollary 25. The greedy coloring is an f(|k/2]) approzimation when k is even and A(G) f(|k/2])
approximation when k is odd.

C.1.1 Analysis of The Greedy Algorithm.

Now, we analyze the performance guarantee of the greedy algorithm. Recall that the greedy
algorithm gives a coloring with at most A(G*) = f(k) colors.

Case 1: k is even. If f(|k/2]) > \/n, then x(G*) > \/n by Proposition So, any algorithm
gives an O(y/n)-approximation since x(G) < n. Otherwise, if f(|k/2]) < y/n, then the greedy
algorithm yields an approximation ratio of f(|k/2]) < y/n by Corollary

Case 2: k is odd. If f(|k/2]) > n'/3, then x(G*) > nl/3 by Proposition So, any algorithm
gives an O(n?/3)-approximation since x(G) < n. Otherwise, if f(|k/2]) < n?/3, then the greedy
algorithm yields an approximation ratio of f(|k/2])A(G) < f(|k/2])? < n*/? by Corollary .

Note that the approximation ratio is tight for any algorithm that gives O(A(G))-approximate
coloring. We show this by constructing an example of graph G where A(G?)/x(G?) = Q(|V(G)[>/?).
The graph G is a full d-ary tree with height 4. (A full d-ary tree is a tree where each non-leaf vertex
has exactly d neighbors.) Notice that A(G3) = d® + d? because every vertex has a path of length
3 from a root vertex while x(G)? = 3d + 1.

C.2 Hardness

In this section, we show an application of a “fractional coloring” argument used in Section [3] in
proving hardness of approximations for coloring of the k-th power of a graph stated formally as
below.

Theorem 26. For any € > 0, unless NP = ZPP, it is hard to distinguish the following two cases
of a given graph G on n vertices.

e YES-INSTANCE: x(GF) < n€.
e NO-INSTANCE: x(GF) > nl/?~¢.

In particular, it is hard to approximate the chromatic number of a graph to within a factor of
nl/2—e for all e > 0, unless NP = ZPP.

Our result is derived from the hardness of the graph coloring problem as in Theorem
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Construction. The construction is as follows. Let ¢ be a parameter. Take a graph G = (V, E)
on n vertices, which is a hard instance of the graph coloring problem as in Theorem We
construct a graph G’ = (X UY, E’) as follows. First, for each edge vw € E, we construct a path
(z(vw,1),...,z(vw,k — 1)) We remark that z(vw,i) = x(wv,k — i), for all edges vw € E(G).
(They are just indexed from different directions.) Denote by X = U, e () {z(vw, i) 1 i € [k —1]}.
For each vertex v € V, we create ¢ vertices {y(v,1),...,y(v,¢)} and add an edge joining each
vertex y(v,j) to all the vertices in X of the form z(vw,1) for all w : vw € E(G). Denote by
Y = Ueve{y(v.j) : j € [f]}. Choosing £ = n, the number of vertices of G' = (X UY, E') is
at most | X| + |Y| < 4V (G)| + (k — 1)|E(G)| = O(n?) since k is a constant. This completes the
construction.
The reduction is illustrated in Figure

Figure 3: The figure shows an example of a reduction from an instance the graph coloring problem
to the problem of coloring the k-th power of a graph with parameter k = 3 and £ = 3.

Yes-Instance. Suppose x(G) < nc. We will show that
X(GYF) <0-X(G) + (k—1D)n < n'*e + (k— 1)n < 2n'te,

Take any vertex-coloring o : V(G) — [x(G)]. For each vertex v of G, we color each copy y(v, j) of v
by a color (¢(v), j), so the number of colors used in this step is £- x(G). Now, take any edge-coloring
7 such that 7 and o do not use the same color numbers, i.e., 7: E(G) — {x(G)+1,...,x(G) +n}.
Notice that 7(uw) # o(v) for any three vertices u,v,w € V(G). For each edge vw of G, we color
each vertex z(vw,4) in G’ by a color (7(vw),4). The number of colors used in this step is at most
X'(G)(k—1) <2n(k—1)

We claim that this is a proper vertex-coloring of (G’)*. First, we show that the vertices of the
form y(v,7) do not have the same color as any of their neighbors in (G’)*. To see this, consider
any path starting from y(v, j) in G’ of the form (y(v, j), z(vw, 1),...,z(vw,k—1),y(w,j’)). (These
are the only vertices reachable within distance at most k from y(v,7).) Since vw is adjacent in
G’, we conclude that all these vertices have different colors. Also, all other vertices {y(v, j')} have
different colors from y(v,j) by construction. Thus, any vertex adjacent to y(v,) in (G')* have
different colors from y(v,j). Now, consider each vertex of the form z(vw,i). Vertices that are
within distance k from z(vw, i) are (1) z(vw, ") for some 7', (2) vertices y(v, j) for all j and y(w, j')
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for all 5/, and (3) z(vw', ) for w’ : v’ € E(G) and x(v'w, i) for v' : v'w € E(G). Vertices of Case (1)
and Case (2) have different colors from z(vw,7) by construction. For vertices of Case (3), z(vw’, 1)
and z(v'w, 1) have different colors because edges vw’, v'w are both adjacent to vw in G. Thus, we
have a proper vertex-coloring of (G)¥. The number of colors used is at most n!*<+(k—1)n < 2n!+e
because x(G) < n, X'(G) <n and k is a constant. Therefore, x((G')*) < 2n!*€ as claimed.

No-Instance. We will show that x((G')*) > n?7¢/logn. It is sufficient to prove that x(G) <

M because this would imply

X((GYEY > £-x4(G) > X6 n-n®c _ n’

Inn Inn Inn

Let C1,...,C be color classes of (G)¥. For each such color class C;, we define C! = {v € V(G) :
y(v,j) € C; for some j}, and assign a fractional value of 1/¢ to the color class C!.
The following two claims imply that this is a proper coloring of G.

Claim 27. C! is an independent set in G.

Proof. Suppose not. Then there is an edge uwv € E(G) such that u,v € C/, but this would mean
that y(u, j),y(v,j’) € Cy, a contradiction since y(u, j) and y(v, j') are in distance at most k of each
other. =

Claim 28. Each vertez v € V(G) belongs to at least ¢ color classes C.

Proof. This follows since v corresponds to ¢ vertices y(v,1),...,y(v,¢) which are within distance 2
of each other. 0

This proves the case of NO-INSTANCE.

Applying Theorem [2, we have that it is hard to distinguish between the case that y((G')*) <
2n'*¢ and the case that x((G")¥) > n?~¢/logn, while the number of vertices in the output graph
is |V(G')| = O(n?). This implies a hardness gap of [V ((G"))|}/27¢ for all € > 0 as claimed.

D The Maximum Clique Problem on G*

D.1 Algorithm

The algorithm for the maximum clique problem on G* is similar to that of the graph coloring
problem on G*. Recall that, for each vertex v € V(G) and integer &', we define T'(v, k') to be the
set of vertices that are within distance &’ from v.

Our algorithm simply picks the vertex v with maximum cardinality I'(v, |[k/2]) and returns a
clique on I'(v, |k/2]) U {v} as an output. Notice that this set of vertices must form a clique since
there is a path of length at most k& between them in G, so our algorithm returns the set of size
A = A(G¥/2)). The following lemma will finish the proof.

Lemma 29. This algorithm is a min{A,n/A} approzimation when k is even and min{A% n/A}
approximation when k is odd.
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Proof. If k is even, we have that OPT < A2 (because the size of a clique can never be larger than
the maximum degree of the graph, and the maximum degree of G¥ is at most A2). Since we return
the clique of size A, we have A approximation algorithm. Also, because we can never have the
clique of size larger than n, our algorithm is n/ A approximation.

If k is odd, we have that OPT < A2A(G) < A%, due to the reason similarly to the above. [ [

From the lemma, the worst possible approximation ratios we obtain are n'/2 and n?/3 for even
and odd values of k, respectively.

D.2 Hardness

The construction is the same as that of the graph coloring problem. In the analysis, observe that,
for any two vertices v and w that are adjacent in G, all the vertices y(v, i) and y(w, j) corresponding
to v and w in G are within distance k — 1 of each other and so are nodes z(vw, 1), ..., z(vw,k—1)
in the path that joins y(v,7) and y(w, 7). Thus, any clique in G of size r maps to a clique in G’ of
sizer-ﬂ%—@-(k—l).

For any two vertices v and w in G that are not adjacent, the corresponding vertices y(v, ) and
y(w, j) of v and w are not adjacent in G’ because they are in distance at least k£ + 1. This means
that any non-clique subgraph R in G could not mapped to a clique in G’. Thus, if G has no clique

of size r, then G’ has no clique of size r - £ + |E(G)|(k — 1). So, we conclude that

a(G)(a(G) = 1)
2

a(G) -+ (k—=1) < a(G) <a(@) L+ |EGQ)|(k-1)

By setting £ = |V (G)|?, we have
a(G) - [V(G)]? £ a(G") < (a(G) + k= 1) - [V(G)?

Now, apply the hardness of the maximum clique in G as in Theorem [3, We have that, for all
k < |V(G)J, it is hard to approximate the maximum clique in G¥ to within a factor of |V (G)|*~¢
for any € < 0 (where € = €/2).

E The Maximum Stable Set Problem in G*

In this section, we discuss the maximum stable set problem in G¥. We show the hardness of n'/2—¢
for even k > 2 and n'~¢ for odd k > 1, where n is the number of vertices of an input graph
G. Our hardness results are tight for both cases because, for even k > 2, there is an O(y/n)-
approximation algorithm by Halldérsson, Kratochvil and Telle [14], and a trivial algorithm gives
O(n)-approximation for the case of odd k£ > 1. In fact, for all £ > 1, we can apply an approximation
algorithm for the maximum stable set problem to the graph G¥. So, the best approximation ratio
for odd k > 1 is O(n(loglogn)?/log3 n) due to the work of Feige [12].

E.1 Hardness

We have two different constructions for the case that k is even and k is odd. The constructions are
illustrated in Figure
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k=4 k=3

Figure 4: The figure shows examples of reductions from an instance the maximum stable set
problem in G to the instance of the maximum stable set problem in G¥. A graph on the left is
the original graph. A graph in the middle illustrates the construction for the case that k is even
(k =4), and a graph on the right illustrates the construction for the case that k is odd (k = 3).

E.2 The Case £k is Even

First, we show the hardness for the case that k is even. Take a graph G = (V, E), which is a
hard instance of the maximum stable set problem. We construct from G a graph H as follows.
For each edge uw € E(G), we subdivide uw by k — 1 vertices, i.e., we replace uw by a path
(U, Zuw, 1, - - - Tyw k—1, w). We call vertices xy,; white vertices and call vertices from V(G) black
vertices. We call a vertex in @, /2, which is in the middle of the uw-path, a special vertex. For
any two special vertices Ty, /2 and gy 1/2, we join them by an edge .y, k2T ap,k/2; that is, we form
a clique C' on special vertices. This completes the construction.

Construction Size: The number of vertices of H is

V(H)| = V()| + (k = DIE(G)| < kIV(G)?].

Analysis: We start by proving the next claim.
Lemma 30. o(G) < a(H*) < a(G) +1

Proof. First, observe that any two white vertices x4,; and x4, ; are in distance k in H because H
has a path (2yy, . . . s T k)25 Labyk/2s - - - s Zqp,j), which has length at most k. So, any stable set in
H* can contain at most one white vertex.

Second, we claim that any two black vertices v and w are adjacent in H* if and only if v and
w are adjacent in G. If v and w are adjacent in G, then it follows by the construction that v and
w are joined by a path of length k and thus are within distance k£ of the other in H. So, v and
w are also adjacent in H*. Conversely, if v and w are not adjacent in G, then any v, w-path P in
H must have length more than k. To see this, observe that any path between black vertices has
to visit a special vertex. Thus, we can partition P into three subpaths P;, P», P35, where P; is a
U, Tyq /2-path for some va € E(G), P is a oy, /2, w-path for some bw € E(G), and P is a path
joining P} and P,. That is, P = P, P3P». We may assume that P, and P» are shortest such paths.
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So, P, and P, both have length k/2. Observe that xp,, 7# ye; otherwise, G would have an edge
vw. Thus, P> has length at least 1, which then implies that P has length at least k + 1. So, v and
w are not adjacent in H”.

Now, it is easy to see that there is a one-to-one mapping between a stable set in G and a stable
set formed by black vertices in H*. Since H* can have at most one additional white vertex in a
stable set, we have the inequality a(G) < a(H*) < o(G) + 1. O

Now, analyze the approximation hardness by applying Theorem [3] and Lemma [30] For any
€ > 0, we have

e Yes-Instance: a(G) > |[V(G)|'¢ = a(H*) > |[V(G)|'¢ > (|[V(H)|/k)/?>.
e No-Instance: a(G) < |V(G)|* = o(H?) <|V(G)|*+1 < |[V(H)|+1.

Since k is constant, the hardness gap is |[V(H)|'/?7¢. (We may set ¢ = 2¢.) This implies the
hardness of |V (H)|'/27¢ for the maximum stable set problem in G¥ when k > 2 is even.

E.3 The Case £k is Odd

Now, we show the hardness for the case that k is odd. The construction is much simpler than the
case that k is even. Take a graph G = (V, E), which is a hard instance of the maximum stable
set problem, and assume that k > 3. We construct from G a graph H as follows. For each vertex
v e V(G), we add to H a path v, 2,1, 22, . .. s To,(k—3) /2, V" We call v* a black vertex, call v a grey
vertex and call other vertices white vertices. This completes the construction.

Construction Size: The number of vertices of H is
k—1

V)| = V(G| + = [V(G)]

k+1
= V(G

Analysis: We start by proving the next claim.
Lemma 31. a(H*) = o(G).

Proof. To prove the inequality, we first claim that any two black vertices v* and w* of H are
adjacent in H* if and only if v and w are adjacent in G. If v and w are adjacent in G, then H have
a path P = (v*,...,v,w,...,w*). By construction, H has a unique v*, v-path (resp., w, w*-path),
which has length (k — 3)/2 + 1. So, P has length k, implying that v and w are adjacent in H*.
If v and w are not adjacent in G, then any v*, w*-path P in H has to visit at least three distinct
grey vertices v, u, w. We partition P into three subpaths P;, P», P35, where P; is a v*, v-path, P» is
a v, w-path and Ps is a w, w*-path. There is a unique v*, v-path (resp., w,w*-path) in H. So, P
and P3 both have length (k —3)/2 4 1 by construction. For Ps, this path has to visit at least three
vertices, so its length must be at least 2. Thus, the length of P is at least k + 1, implying that u*
and w* are not adjacent in H*. This proves our claim.

Now, it is easy to see that there is a one-to-one mapping between a stable set S in G and a
stable S* = {v* : v € S} in H*, forming by black vertices. So, a(Ijk) > a(G) follows immediately.

Next, we show that a(H*) < «(G). Consider a stable set S in H*¥. Observe that, for any
v,v*-path P in H, only one vertex of P can be in S because P has length (k —3)/2+ 1. Also, if a
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vertex v or x,;, for some 4, is in S , then we can replace it with v* because v* is a vertex in P with
the largest distance to other vertex H. Thus, we can map S to the set

S*={v":v*eSorveSoruz,; €S for some i}

As discussed, S* must have the same size as S and must also be a stable set in H*. Then we can
map S* to a stable S in G, which shows that a(H¥) < a(G). This proves the lemma. O

Now, we analyze the approximation hardness by applying Theorem [3| and Lemma For any
€ > 0, we have

e Yes-Instance: a(G) > |V(G)|'=¢ = o(H?) > |V(G)|'.
e No-Instance: a(G) < |V(G)|* = o(H) < |V(G)|.

Since k is constant and |V (H)| = ((k+1)/2) - |V (G)|, the hardness gap is |V (H)|*°. (We may set
e = 2¢.) This implies the hardness of |V (H)|'~¢ for the maximum stable set problem in G* when
k > 3 is odd.
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